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LiU Electronic Press
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Foreword to NEJLT Volume 10

Marcel Bollmann, Linköping University December 2024

This volume of NEJLT, the Northern European Jour-
nal of Language Technology, is the first I have the hon-
our of publishing after taking over the role of editor-in-
chief. Leon Derczynski, my predecessor, transformed
NEJLT into a modern, global NLP journal with a focus
on a fast reviewing turnaround—continuing this ambi-
tious project is both exciting and challenging.

In 2024, NEJLT received twelve submissions; of
those that were admitted to the reviewing stage and
received a decision, the average time until the first de-
cision was 58 days. Three of those submissions were
accepted for publication in this volume; three more sub-
missions that are published here were first submitted in
2023. I am pleased to see a wide geographic distribution
of authors on these accepted papers, representing Aus-
tralia, Austria, Canada, Denmark, Malaysia, Slovakia,
Spain, Sweden, the United Arab Emirates, the United
Kingdom, the USA, as well as Arabic and African NLP
initiatives. This illustrates NEJLT’s ambition to be a
global journal, and I would like to thank each of these
authors for placing their trust in the journal.

As a consequence of the editor-in-chief transition
and unclear internal processes, some of the submis-
sions from 2023 unfortunately experienced unaccept-
ably long delays, for which I am sorry. I have done a
lot of “invisible” work during this year, clarifying and
improving the journal’s internal processes, documenta-
tion, and tools. One “visible” change, resulting from the
adoption of ACL tools and pipelines, is that this issue
is the first with more detailed frontmatter and explicit
page numbers. I hope that all of this will put NEJLT in-
to a position to continue growing and to operate (more)
effectively in the coming years, and also provide faster
and more consistent reviewing timelines.

Finally, I would like to thank every editorial board
member and every reviewer for contributing their time
and efforts towards NEJLT—none of this would be possi-
ble without you! I am looking forward to the next year,
and hope that it will see many more interesting submis-
sions to the journal.
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Efficient Structured Prediction with Transformer Encoders

Ali Basirat, Centre for Language Technology, University of Copenhagen alib@hum.ku.dk

Abstract Finetuning is a useful method for adapting Transformer-based text encoders to new tasks but can be computationally
expensive for structured prediction tasks that require tuning at the token level. Furthermore, finetuning is inherently inefficient
in updating all base model parameters, which prevents parameter sharing across tasks. To address these issues, we propose a
method for efficient task adaptation of frozen Transformer encoders based on the local contribution of their intermediate layers
to token representations. Our adapter uses a novel attention mechanism to aggregate intermediate layers and tailor the resulting
representations to a target task. Experiments on several structured prediction tasks demonstrate that our method outperforms
previous approaches, retaining over 99% of the finetuning performance at a fraction of the training cost. Our proposed method
offers an efficient solution for adapting frozen Transformer encoders to new tasks, improving performance and enabling parameter
sharing across different tasks.

1 Introduction

The text encoder models evolved from the Transformer
architecture (Vaswani et al., 2017) have extensively in-
fluenced natural language processing. The standard
workflow of these models is based on transfer learning
from a model pre-trained on vast amounts of text to a
target task. Finetuning is a commonly used technique
adjusting the parameters of a pre-trained encoder to
a target task using the standard backpropagation algo-
rithm. Despite its simplicity and tremendous success,
finetuning can be computationally expensive, particu-
larly for structured prediction tasks in which the pa-
rameters are updated at the token level, as opposed to
document classification tasks in which the parameters
are updated for each document.1

In addition, due to in-place parameter updates, fine-
tuning limits the reusability of Transformer encoders,
particularly in cloud environments where resources are
shared between users. Additionally, finetuning a Trans-
former encoder for a specific task or a limited num-
ber of tasks does not necessarily perform well on other
tasks that are not similar to the target task. This is
because of catastrophic forgetting, which reduces the
generalizability of neural network performance on out-
of-domain data (McCloskey and Cohen, 1989). Conse-
quently, a finetuned Transformer encoder becomes a
massive computational block specified for a target task,
which limits the scalability, modularity, and composi-

1For example, finetuning a BERT model can take 25 days for pars-
ing (Kondratyuk and Straka, 2019) and 2 days for relation extraction
(Huguet Cabot and Navigli, 2021).

tionality of the base encoder (Pfeiffer et al., 2020).
Recent attempts to resolve the shortcomings of fine-

tuning are based on the adapter mechanism (Houlsby
et al., 2019) that injects learning blocks into a frozen en-
coder to facilitate knowledge transfer from pre-training
to target tasks (Pfeiffer et al., 2021; Stickland and Mur-
ray, 2019; Guo et al., 2021; Hu et al., 2022). While this
approach can effectively replicate the finetuning per-
formance (Hu et al., 2022), it still requires careful con-
siderations to balance the encoder’s sharability and in-
ference efficiency in a cloud environment, as it tends
to sacrifice inference efficiency for sharability, and vice
versa, as we will empirically show in this study.

We adopt a different strategy based on the early
studies of Peters et al. (2018); Kondratyuk and Straka
(2019); Hao et al. (2020) for Transformer encoder adapta-
tion. In contrast to the adapter approach (Houlsby et al.,
2019), which adds trainable parameters to the encoder,
this method pipes the encoder into an aggregation
block that adapts the representations obtained from the
encoder’s intermediate layers to a target task through
linear interpolation. Accordingly, this approach does
not necessitate changing the base encoder architecture,
making it easier to be shared when compared to the
adapter solution.

Although the layer aggregation approach is easy to
implement, it requires further consideration when ap-
plied to structured prediction. The primary reason for
this is that the method assumes that the layers’ linear
weights are a function of the target task solely and in-
dependent of input tokens. This means that a layer
weight remains constant for all tokens during inference.
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While this assumption might be acceptable for an en-
coder that is finetuned for document classification, as
(1) finetuning allows for training the substantial para-
metric capacity of the original encoder, and (2) classi-
fication often relies on a single token vector that rep-
resents the entire document, it may not hold true for
a frozen model employed for structured prediction. In
such cases, it is necessary to model the word dynamics
based on the available intermediate representations be-
cause the model parameters remain fixed throughout
training. Furthermore, Peters et al. (2019) suggest that
the linear combination of intermediate representations
in a frozen model can match the performance of a fine-
tuned model only if the pre-training and target tasks
are sufficiently similar. This implies the need for addi-
tional customization of the aggregated representations
to account for any disparities between the pre-training
and target tasks.

Our paper presents an encoder adaptation model
that effectively combines the efficiency of a frozen
model with the effectiveness of a finetuned model by
addressing the weaknesses of the linear aggregation
method. Our approach includes two key mechanisms:
an aggregation block and a tailoring block. The aggre-
gation block models the dynamics of words by utilizing
the intermediate representations of the encoder and in-
troduces an attention mechanism that trains token rep-
resentations based on both the target task and the lo-
cal contribution of intermediate layers to tokens. The
tailoring block reduces the impact of dissimilarity be-
tween the pretraining and target tasks by refining the
aggregated representation, thus allowing for more ef-
fective knowledge transfer from pre-training to the tar-
get task.

We are not the first to propose the intermediate
layer aggregation at the token level. Cao et al. (2022)
have also explored a similar approach. They train the
token-layer attention weights based on a task-specific
query vector used to measure the similarity between
intermediate representations locally. Nonetheless, our
experiments demonstrate the practical benefits of our
approach in downstream tasks in structured prediction
and document classification.

We evaluated the effectiveness of our adaptation
mechanism on two major classes of Transformer en-
coders: BERT-based (Devlin et al., 2019) and GPT-based
(Radford et al., 2019) models. Our evaluation of the pro-
posed adaptation mechanism builds upon the promis-
ing results of ablation studies of the two key blocks. Our
experimental results confirm that the adaptation mech-
anism can perform as well as finetuning while being ap-
proximately 13 timesmore efficient in training time and
consuming only 0.3% of the memory required for fine-
tuning, with almost no harm to the inference efficiency.
Compared to other approaches, our technique performs

significantly better on themajority of structured predic-
tion tasks and remains on par with the best-performing
models for document classification.

2 Related Work
The initial investigation of BERT showed that it cap-
tures a rich hierarchy of linguistic knowledge in its in-
termediate layers (Tenney et al., 2019b,a; Jawahar et al.,
2019; Lin et al., 2019; de Vries et al., 2020); This leads to
the effective use of BERT by linearly aggregating the
middle layers based on a target task (e.g. sentiment
analysis (Horne et al., 2020; Xiao et al., 2021), morpho-
syntactic parsing (Kondratyuk and Straka, 2019), gen-
der debiasing and coreference resolution (Abzaliev,
2019), and cross-lingual transfer learning (Chen et al.,
2022)). Building on this approach, Cao et al. (2022) ex-
pand the task-oriented layer aggregation to encompass
both token and task aspects. This extension is achieved
through the introduction of an attention fusion model
that leverages the local features of a token. We extend
Cao et al. (2022)’s method by introducing an attention
mechanism that incorporate global views of intermedi-
ate representations.

Other techniques that combine intermediate repre-
sentations include Su and Cheng (2019), who apply the
squeeze and excitation technique (Hu et al., 2018), and
Yang and Zhao (2019), who use a bidirectional GRU
layer to calculate the linear weights of the intermediate
representations. From an architectural point of view,
our adapter mechanism is based on a dynamic aggrega-
tion of the intermediate representations and preserves
the parallel encoding functionality of the original en-
coder. This is in contrast to the linear method of Kon-
dratyuk and Straka (2019), which is based on a static
weighting of the intermediate representations, as well
as the methods of Yang and Zhao (2019), Horne et al.
(2020) and Xiao et al. (2021), which add overhead se-
quential units to the encoder, hampering parallel com-
puting.

When it comes to improving efficiency, the litera-
ture has proposed strategies such as knowledge distil-
lation (Hinton et al., 2015), attention pruning (Michel
et al., 2019), model quantization (Zafrir et al., 2019),
low-rank adaptation (Hu et al., 2022), shallow finetun-
ing (Ben Zaken et al., 2022) and prompt tuning (Li and
Liang, 2021). Our method aligns with the adaptation
techniques category, augmenting a frozenmodel with a
few learning blocks to facilitate knowledge transfer to a
target task. A related approach by Houlsby et al. (2019)
injects adapter layers into a frozen BERT model to en-
able model sharing in a cloud environment, specifically
for efficient sequential multitask learning. Pfeiffer et al.
(2021) address the catastrophic forgetting issue and bal-
ancing of different tasks in Houlsby et al. (2019)’s ap-
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proach. Additionally, Stickland and Murray (2019) en-
hance the efficiency of the adaptation technique by in-
corporating a low-rank approximation of the model’s
key operations. In connection to this work, Hu et al.
(2022) introduce an efficient method centered around
the low-rank factorization of the expected changes in
attention matrices in a transformer encoder.

Our approach diverges from that of Houlsby et al.
(2019), Pfeiffer et al. (2021), and Hu et al. (2022) in sev-
eral ways. In terms of model integration, we envelop
the adapter around a pre-trained encoder model, unlike
the strategies employed by Houlsby et al. (2019), Pfeif-
fer et al. (2021), and Hu et al. (2022), who embed the
adapter blocks within the original encoder architecture.
This distinction allows us to exclude the encoder dur-
ing training, resulting in a substantial enhancement of
training efficiency and facilitating model sharing. In ad-
dition, the number of trainable parameters in the mod-
els of Houlsby et al. (2019) and Hu et al. (2022) scales
with the number of intermediate layers of the original
encoder, as opposed to our model in which the num-
ber of trainable parameters is almost independent of
the number of middle layers. Moreover, our encoder
adaptation mechanism uses a dedicated tailoring block
to explicitly address the differences between the pre-
training and target tasks.

3 Encoder Adaptation
An encoder B consisting of 𝑙 − 1 intermediate Trans-
former layers plus one input embedding layer trans-
forms an input document 𝑠 = (𝑡1, . . . , 𝑡𝑛) into a three-
dimensional tensor:

B : 𝑉 𝑛 → R𝑙×𝑛×𝑑

where 𝑉 is a vocabulary, 𝑑 is the number of encoder
dimensions, and 𝑙 is the number of intermediate layers.
The output tensor 𝐵 = B(𝑠) has three views correspond-
ing to its dimensions: A layer view 𝐵𝑖,:,: is an𝑛×𝑑 matrix
sliced along the layer dimension of 𝐵 at index 𝑖 repre-
senting a state matrix for the 𝑖th layer. A token view
𝐵:, 𝑗,: is an 𝑙 ×𝑑 matrix sliced along the token dimension
of 𝐵 at index 𝑗 representing the token at position 𝑗 . Fi-
nally, a feature view 𝐵:,:,𝑘 is an 𝑙 × 𝑛 matrix sliced along
the third dimension of 𝐵 at index 𝑘 representing the 𝑘th
embedding sub-space of encoder feature space.

An adapter function takes an encoding tensor 𝐵 and
merges its layer views (i.e., ) into a matrix:

A : R𝑙×𝑛×𝑑 → R𝑛×𝑑

The resulting matrix includes distilled information of
the intermediate representations adapted to a target
task. We propose a parametric adaptation function con-
sisting of two blocks: an aggregation block that merges

𝐵 ∈ R𝑙×𝑛×𝑑

E

Multi-Head Attention

𝚽

Layer Norm

Feed Forward

+

Self-Attention

+

𝐸 ∈ R𝑛×𝑑

𝑄 𝐾

𝑉

𝐴 ∈ R𝑙×𝑛

𝐺 ∈ R𝑛×𝑑

𝑅 ∈ R𝑛×𝑑

𝑇 ∈ R𝑛×𝑑

A
gg
re
ga
to
r

Ta
ilo

r

Figure 1: The proposed adapter architecture. The in-
put tensor 𝐵 contains the intermediate representations
taken from a Transformer-based encoder for a sequence
of tokens, and the output is a token embedding matrix.

the layer views and a tailoring block that adjusts the
aggregated representations to a target task. The final
adapted output is constructed by a residual connection,
enabling the model to control the tailoring influence on
the aggregation. The architecture is shown in Figure 1.

3.1 Aggregation
The aggregation block takes the input tensor and
merges the layer views. It uses a multi-head attention
layer (Vaswani et al., 2017) to calculate the attention
weights between pairs of layers and tokens based on
the global views of 𝐵 along with the layer and token
dimensions. It then pools the feature vectors that the
layers produce for every token based on the attention
weights of the token and layers.

Breaking it down step by step, the input tensor 𝐵
is first passed through the block E that calculates the
attention’s query, key, and value matrices. The query
matrix 𝑄 is a linear projection of the mean matrix E𝑙 =
1
𝑙

∑
𝐵𝑖,:,::2 More formally,

𝑄 = E𝑙𝑊𝑄 + 𝑏𝑄 ,
2Our preliminary results with uniform and weighted averaging

shows that both models perform equally on our development set.
Therefore, we select uniform averaging because of its simplicity.
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where 𝑊𝑄 is a 𝑑 × 𝑘 trainable matrix, and 𝑏𝑄 is a 𝑘-
dimensional bias vector with 𝑘 ≪ 𝑑 . Similarly, the key
and value matrices are based on a linear projection of
E𝑡 = 1

𝑛

∑
𝐵:, 𝑗,::

𝐾 = E𝑡𝑊𝐾 + 𝑏𝐾 and 𝑉 = 𝐾 ,

where the 𝑑 × 𝑘 matrix𝑊𝐾 and the 𝑘-dimensional bias
vector 𝑏𝐾 (𝑘 ≪ 𝑑) are learnable parameters.3 We refer
to the parameter𝑘 as the attention dimensionality of the
adapter.

Next, the Multi-Head Attention layer constructs an
𝑙 × 𝑛 matrix 𝐴 whose columns define weight distribu-
tions over the layer views for each token. Intuitively, the
attention value 𝐴𝑖, 𝑗 indicates the importance of layer
view 𝐵𝑖,:,: in the representation of the token 𝑡 𝑗 . Finally,
the aggregated representation for a token at position 𝑗
is calculated in the computational block𝚽 based on the
weighted sum of the corresponding intermediate repre-
sentations:

𝐺 𝑗,: =
𝑙∑︁
𝑖=1

𝐴𝑖, 𝑗𝐵𝑖, 𝑗,:

This sum pooling is equivalent to diag(𝐴𝑇𝐵) where the
diag operator is applied on the first and second dimen-
sions of the product 𝐴𝑇𝐵.

3.2 Tailoring
The tailor block further specifies the aggregated to-
ken vectors to the target task. Inspired by the Trans-
former architecture (Vaswani et al., 2017), the tailor
block adopts residual learning (He et al., 2016) with
a residual mapping consisting of a layer normaliza-
tion (Ba et al., 2016) followed by a position-wise feed-
forward network:

𝑅 = 𝐺 + ReLU(Dropout(𝐿(Norm(𝐺)))) ,

where 𝐿 is a linear layer that adjusts the aggregated
token vectors to the target task. Following Xiong et al.
(2020), we use pre-layer normalization in which the nor-
malization layer is placed before the feed-forward net-
work.4

Finally, the self-attention layer compensates for
the lack of trainable parameters to model task-specific
dependencies between tokens. We calculate a self-
attentionmatrix based on a linear transformation of the
input vectors:

𝑉 = Dropout(𝑅)𝑊𝑇 + 𝑏𝑇 𝑄 = 𝐾 = 𝑉

3We set𝑉 equal to𝐾 based on our preliminary experiments show-
ing no significant difference in the results with and without a dedi-
cated transformation of the values.

4This is in contrast to post-layer normalization, which is used in
the original Transformer architecture (Vaswani et al., 2017) and the
BERT implementation of Devlin et al. (2019).

where 𝑊𝑇 is a 𝑑 × 𝑘 trainable matrix, and 𝑏𝑇 is a 𝑘-
dimensional bias vector. We then utilize a Multihea-
dAttention layer (Vaswani et al., 2017) to construct an
𝑛 × 𝑛 attention matrix 𝑀 based on the query (𝑄), key
(𝐾), and value (𝑉 ) matrices. The reason for performing
the linear transformation on 𝑅 is to reduce the dimen-
sionality of the token vectors, which determine the size
of the learning parameters in the MultiheadAttention
block. To calculate the tailored matrix T of size 𝑛 × 𝑑 ,
we multiply the attention matrix by the input matrix 𝑅:

𝑇 = 𝑀 × 𝑅

The rows of𝑇 are the sum of the token representations
in R weighted by their attention scores.

4 Experiments
We study the adapter performance on downstream
tasks and investigate the contribution of the aggrega-
tion and tailoring blocks to the performance gain. The
experiments are based on the cased versions of BERT-
Large (Devlin et al., 2019) and ROBERTA-Large (Liu
et al., 2020) models as representatives of encoder-only
models, and different variants of the GPT2, including
GPT2-Small, Medium, and Large, as representatives of
decoder-only models. All models are provided by Hug-
gingface.

The test benchmark includes the twomajor types of
classification tasks in NLP, including structured predic-
tion and document classification. The evaluation bench-
mark for structured prediction includes tasks defined
on the following datasets:

• CoNLL-2003 (Tjong Kim Sang and De Meulder,
2003): part-of-speech tagging (POS), chunking
(CHK) and named-entity recognition (NER)

• Universal Dependencies (Nivre et al., 2017) (En-
glish EWT, v2.3): part-of-speech tagging (UPOS
and XPOS), dependency label prediction (DE-
PREL), and dependency parsing (LAS)

• English Penn Treebank (Marcus et al., 1993) con-
verted to Stanford Dependencies: dependency
parsing (LAS)

• WEBNLG (Gardent et al., 2017): named-entity
recognition (NER) and relation extraction (RE)

We use the standard data splits for training, validation,
and testing the models. The reason for incorporating
multiple datasets is to demonstrate the method’s ro-
bustness not only across tasks but also in varied data
and domains. The document classification benchmark
is based on the GLUE tasks (Wang et al., 2018) includ-
ing grammaticality (CoLA), sentiment textual similarity
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(STS-B), semantic equivalence (MRPC), textual entail-
ment recognition (RTE), and sentiment analysis (SST-
2). For these tasks, we train and validate models on
their training data, and keep the benchmark’s valida-
tion data for final model testing.

We set the attention dimension 𝑘 to 16 and the num-
ber of attention heads to 2 in both attention layers in the
aggregator and adapter blocks. This decision is based
on our preliminary results on the CoNLL development
data. For each task, we train five classifiers with dif-
ferent random seeds and report the average results on
the test sets. As our optimizer, we use Adam with a
1cycle learning rate scheduler with cosine annealing.
Our implementations are based on PyTorch (Paszke
et al., 2019) and the experiments are carried out on an
NVIDIA A100 40GB Tensor Core GPU. An implemen-
tation of the encoder model is available here https:
//github.com/abasirat/llm-adapter.

5 Performance
This section summarizes the results collected from
the structured prediction and document classification
tasks. We compare our adapter performance, named
Adapted, with other techniques, namely:

• Frozen: returns the output of the last layer of a frozen
encoder (i.e., A(𝐵) = 𝐵𝑙,:,:).

• Linear: returns a scaled linear aggregation of interme-
diate representations of a frozen model, i.e., A(𝐵) =
𝑐
∑𝑙
𝑖=1𝑤𝑖𝐵𝑖,:,: where 𝑤0, . . . ,𝑤𝑙 = Softmax(𝛼0, . . . , 𝛼𝑙 )

(Kondratyuk and Straka, 2019). We train the parame-
ters𝛼𝑖 and 𝑐 together with other trainable parameters
of each task’s classifier.

• Fusion: returns a linear aggregation of the intermedi-
ate representations of a frozen model for each token
and task, i.e., A(𝐵) =

∑𝑙
𝑖=1 (𝐴 ⊙ 𝐵)𝑖,:,: where 𝐴 is an

𝑙 × 𝑛 attention matrix and 𝐴 ⊙ 𝐵 is the Hadamard
product between 𝐴 and every feature view of 𝐵. The
attention matrix 𝐴 is based on a 𝑑-dimensional task-
specific attention vector 𝑄 learned during training,
i.e., 𝐴𝑖, 𝑗 =

exp(𝑄×𝐵𝑖,𝑗,: )∑𝑙
𝑘=1 exp(𝑄×𝐵𝑘,𝑗,: )

(Cao et al., 2022).

• Lora: returns the output of the last layer of an en-
coder adapted to a target task based on the Lora fac-
torization technique of Hu et al. (2022). Lora is an
efficient technique that improves state-of-the-art on
most downstream tasks. It extends the adaptation
technique of Houlsby et al. (2019) using a simplified
version of the method of Aghajanyan et al. (2020). We
train Lora with its recommended setting.

• Finetune: returns the output of the last layer of a fine-
tuned encoder model (Devlin et al., 2019).

We freeze the encoder parameters in all of the above
techniques except for the Finetune, in which all encoder
parameters are updated during training. The outputs
taken from these encoders are subsequently employed
for the target tasks outlined in Section 4. The follow-
ing sections provide detailed insights into the modules
employed for each task.

5.1 Structured Prediction
In this section, we study the adapter performance on
BERT and GPT encoder families. The token classifiers
for POS tagging, chunking (CHK), and DEPREL predic-
tion consist of an encoder (e.g., BERT) with a light head
block mapping a token vector to a probability distri-
bution over target tags. The head block consists of a
dropout layer followed by a dense layer of size 𝑑 × 𝑑
(𝑑 is the encoder’s dimensionality) with 𝑡𝑎𝑛ℎ activation
connected to another dropout and a dense layer of size
𝑑 × |tag set| with a softmax activation. Following Ács
et al. (2021), we classify tokens based on their first sub-
word for semantic tasks such as NER in CoNLL2003
and their last subword for syntactic tasks such as POS
and CHK in CoNLL2003 and UPOS, XPOS, and DE-
PREL in UD. We integrate the encoder adapters into
the parser of Dozat and Manning (2017) for the parsing
experiments and the joint named entity and relation ex-
traction system of Yan et al. (2021) for NER and RE in
WEBNLG.5

We set the batch size to 32 sentences for the tasks
in CoNLL, UD (excluding dependency parsing), and
WEBNLG and 5000 samples for dependency parsing on
UD and WSJ. We train the CoNLL and UD taggers for
10 epochs, and the parsers and relation extractors for
100 epochs. We schedule the learning rate using the
1cycle policy (Smith and Topin, 2017) with a cosine an-
nealing strategy. The maximum learning rate for pars-
ing is set to 2𝑒−3, and for other tasks is selected among
{1𝑒−5, 1𝑒−4, 1𝑒−3} based on the models’ performance
on the development sets. We disable the parser’s char-
acter embedding module to better study the adaptation
effect. The other parameters in the parser and relation
extractor are set to their default values.

5.1.1 BERT Family

Table 1 summarizes the results obtained from each
adaptation technique on the structured prediction
tasks. The Adapted models based on our proposed ap-
proach perform better than Frozen, Linear, and Fusion
models in all tasks,6 and on par with Lora and Finetune

5Our parsing experiments are based on the parser imple-
mentation available at https://github.com/Unipisa/
biaffine-parser

6One exception is dependency parsing, in which the linear models
perform slightly better than the Adapted models.
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models. On average, the Adapted models result in ex-
tensive improvements over the baseline frozen models
by 3.7%, which is significantly larger than the improve-
ment made by the Linear (2.6%) and Fusion (1.4%) mod-
els , and is on a par with Lora (3.8%) and Finetune (3.8%)
models (see Figure 2 for detailed information).

A deeper look into the results shows that the ab-
solute improvement made by the Adapted models over
the baseline Frozen models, as shown in Figure 2, is
higher than that of the other techniques on the syn-
tactic tasks, such as POS tagging and chunking, but
slightly lower than Lora on the more semantic tasks
NER and RE. This suggests that the Adapted models
are more effective than other techniques in encoding
the syntactic information. A further detailed study on
the contribution of the aggregation and tailoring blocks
to syntactic and semantic encoding is presented in Sec-
tion 6.

Also, we see that Adapted models outperform other
models in retaining 99.5% of the BERT’s finetuning per-
formance (excluding dependency parsing in which the
finetuned models perform significantly lower than the
frozen baseline) and level with Lora on the ROBERTA’s
finetuning performance (i.e., the Adapted and Lora
models retain 99.2% and 99.4% of finetuned ROBERTA
models, respectively.7

5.1.2 GPT Family

GPT models are generative language models known for
their strong performance in text generation tasks. How-
ever, they are less commonly used for discriminative
tasks, included in our test benchmarks. The purpose
of our experiments with GPT models is to present em-
pirical evidence on the utility of different adapting tech-
niques for the GPT family. We leverage a GPT model as
a feature extractor, bypassing its final generator layer.
After tokenizing an input string, we perform a forward
pass through the GPT model with the tokenized input
and extract the hidden states from all layers. These
hidden states serve as the encoder output, denoted as
𝐵 in our adapter formulation in Section 3, which is
subsequently adapted for downstream tasks. To man-
age computational costs, the experiments focus on a
smaller number of tasks and exclude Finetune experi-
ments.

Table 2 summarizes the results collected from GPT
models. First, compared to the BERT-based models,
the results show that the adapted GPT models perform
weaker. This performance drop is expected due to the

7We exclude dependency parsing from the finetuning analysis be-
cause it does not perform as expected. We considered different fine-
tuning strategies (finetuning top 𝑛 = 1, . . . , 4 layers, finetuning mid-
dle layers (9−17), followed by linear aggregation, and finetuning only
during the first and second epochs. In all experiments, we could get
maximum LAS of 94.4 for BERT and 93.8 for ROBERTA onWSJ, which
is still significantly below the frozen baseline.

discriminative nature of the tasks that are not gener-
ally considered for GPT models. However, within the
adapted GPT models, our adapter performs better than
other techniques in all tasks.8 This contrast with the
relative model performance on the BERT family, where
the Adapted model performs on par with Lora on most
tasks. We are uncertain about the cause of this discrep-
ancy in the better relative performance of the Adapted
model on the GPT family compared to the BERT fam-
ily, and we leave it for further investigation in future
research.

5.2 Document Classification
While our adaptation technique primarily emphasizes
individual token representations rather than document
representation, we still find it important to examine the
adapter performance on standard document classifica-
tion tasks, even though it may not be the optimal use
case for our technique. We apply the adaptation tech-
nique on a subset of GLUE tasks (Wang et al., 2018)
and compare its performance with other methods. The
experiments are based on the CoLA, STS-B, RTE, SST-
2, MRPC, and RTE tasks. We train five models with
different random seeds and report the average classi-
fication score on the development sets. We select the
learning rate from {1𝑒 − 4, 3𝑒 − 4, 7𝑒 − 4} for Frozen,
Linear, Fusion, Adapted, and Lora techniques and from
{1𝑒 − 5, 2𝑒 − 5, 3𝑒 − 5} for Finetune models.

We follow the standard approach for document clas-
sification that encodes an input document (e.g., a sen-
tence or a pair of sentences) into a vector representa-
tion and then passes it into a header block that maps
the vector to a class distribution. The document vec-
tor is often a dedicated vector (e.g., [CLS] in BERT) or
themean of the token vectors comprising the input doc-
ument. In this study, we use the mean vector, which
relies on the token representations, to represent a doc-
ument. The classification head is similar to the header
block we use for structured prediction networks. Except
for SST-2 classification models, we train other models
up to 100 epochs with a learning patience of 20. The
SST-2 models are trained for 20 iterations and the learn-
ing patience of 10. The batch size in all training setups
is 32.

Figure 3 summarizes the results of document classi-
fication. On average, the Adapted models (79.6) outper-
form the Frozen (69.7), Linear (71.3), and Fusion (74.3)
models but perform slightly weaker than Lora (81.4)
and Finetune (81.7) models on the document classifi-
cation. The higher performance of the Adapted to the
Fusion models indicates that our token-layer attention
mechanism based on the global contextual information
is moremeaningful to the document classification tasks

8One exception is Lora used for DEPREL prediction.
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BERT-Large (345M)

CoNLL-2003 (English) UD (English-EWT) WSJ WEBNLG
POS CHK NER UPOS XPOS DEPREL LAS LAS NER RE

Frozen 89.4 ±0.06 83.9 ±0.05 79.9 ±0.23 92.7 ±0.06 92.8 ±0.06 80.4 ±0.04 95.04 ±0.53 94.83 ±0.05 96.2 ±0.19 89.8 ±0.25

Linear 93.2 ±0.07 89.6 ±0.04 85.6 ±0.09 96.2 ±0.02 96.1 ±0.04 87.8 ±0.02 96.37 ±0.43 95.24 ±0.09 96.6 ±0.21 91.4 ±0.47

Fusion 92.5 ±0.30 87.9 ±1.32 87.2 ±0.15 95.9 ±0.07 95.8 ±0.14 87.9 ±0.04 95.76 ±0.51 95.07 ±0.07 96.4 ±0.43 90.2 ±1.02

Adapted 93.6 ±0.04 90.4 ±0.17 89.5 ±0.27 96.4 ±0.07 96.3 ±0.06 91.7 ±0.05 96.63 ±0.36 95.17 ±0.05 97.3 ±0.08 92.2 ±0.35

Lora 92.8 ±0.17 89.4 ±0.22 89.8 ±0.22 96.0 ±0.07 96.0 ±0.07 91.6 ±0.42 95.09 ±0.50 94.90 ±0.07 97.4 ±0.07 92.0 ±0.21

Finetune 93.9 ±0.07 91.1 ±0.07 91.3 ±0.13 96.8 ±0.04 96.8 ±0.04 93.6 ±0.07 – 94.30 ±0.21 97.8 ±0.07 91.4 ±0.10

ROBERTA-Large (345M)

CoNLL-2003 (English) UD (English-EWT) WSJ WEBNLG
POS CHK NER UPOS XPOS DEPREL LAS LAS NER RE

Frozen 91.3 ±0.05 87.8 ±0.05 82.8 ±0.12 94.0 ±0.04 93.8 ±0.03 83.8 ±0.08 96.29 ±0.46 95.40 ±0.13 95.6 ±0.11 89.8 ±0.21

Linear 93.2 ±0.03 89.6 ±0.04 86.1 ±0.10 96.3 ±0.02 96.3 ±0.05 87.5 ±0.06 96.68 ±0.41 95.53 ±0.04 96.5 ±0.11 91.4 ±0.34

Fusion 91.2 ±0.93 86.2 ±3.50 85.1 ±2.58 95.2 ±0.31 94.8 ±0.43 85.6 ±1.15 96.14 ±0.43 95.31 ±0.15 94.8 ±1.52 88.1 ±2.02

Adapted 93.6 ±0.03 90.5 ±0.12 89.7 ±0.23 96.6 ±0.09 96.4 ±0.04 91.8 ±0.07 96.25 ±0.32 95.45 ±0.12 96.8 ±0.17 91.9 ±0.48

Lora 93.0 ±0.04 89.7 ±0.10 91.6 ±0.13 97.0 ±0.10 97.0 ±0.07 93.1 ±0.07 96.29 ±0.43 95.39 ±0.09 97.4 ±0.16 92.1 ±0.26

Finetune 93.7 ±0.10 91.1 ±0.17 92.6 ±0.11 97.6 ±0.04 97.5 ±0.04 94.5 ±0.10 – 93.66 ±0.42 97.8 ±0.06 91.4 ±0.34

Table 1: Encoder adaptation performance on downstream tasks averaged over five trials with different random seeds.
All results are based on the 𝐹1 score on the test sets. Bold: the results of best-performing models. Gray highlights: the
best-performing model among the non-finetuned models, i.e., the models that preserve the base encoder frozen during
training. The comparisons are based on a two-tailed t-test with 𝑝-value<0.05
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Figure 2: Absolute performance improvement (or degradation) over the frozen baseline. Top: BERT, bottom: ROBERTA.
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CoNLL-2003 (English) UD (English-EWT)
POS CHK NER UPOS XPOS DEPREL

GPT2-small (124M)

Frozen 90.7 ±0.06 86.5 ±0.07 68.8 ±0.27 92.6 ±0.05 92.8 ±0.04 78.6 ±0.06

Linear 91.4 ±0.29 88.7 ±0.60 63.1 ±0.09 92.9 ±0.22 93.6 ±0.44 80.4 ±0.19

Fusion 89.1 ±0.11 86.1 ±0.30 62.1 ±0.55 89.6 ±1.10 89.4 ±0.84 76.4 ±0.87

Adapted 93.4 ±0.07 89.7 ±0.18 81.0 ±1.50 94.3 ±0.06 95.0 ±0.09 82.8 ±0.11

Lora 92.0 ±0.06 87.6 ±0.07 70.1 ±0.19 92.8 ±0.08 93.4 ±0.05 80.7 ±0.07

GPT2-medium (355M)

Frozen 90.3 ±0.07 86.6 ±0.09 71.8 ±0.22 92.7 ±0.05 92.8 ±0.15 78.8 ±0.13

Linear 91.8 ±0.26 88.9 ±0.21 64.2 ±0.13 94.2 ±0.04 94.5 ±0.29 81.4 ±0.56

Fusion 90.0 ±0.32 85.0 ±2.64 70.3 ±4.60 92.7 ±0.20 92.8 ±0.22 78.4 ±0.37

Adapted 93.5 ±0.07 89.3 ±0.66 80.0 ±0.74 94.3 ±0.22 95.2 ±0.18 82.8 ±0.72

Lora 92.7 ±0.06 88.6 ±0.06 73.2 ±0.10 93.5 ±0.03 94.4 ±0.04 83.3 ±0.04

GPT2-large (774M)

Frozen 90.8 ±0.05 86.7 ±0.08 72.5 ±0.16 93.2 ±0.06 93.2 ±0.05 79.5 ±0.10

Linear 93.2 ±0.04 89.4 ±0.15 68.5 ±0.47 94.5 ±0.07 95.2 ±0.02 83.0 ±0.06

Fusion 92.1 ±0.15 87.5 ±0.32 72.8 ±0.48 93.7 ±0.15 94.1 ±0.09 80.8 ±0.10

Adapted 93.4 ±0.09 89.6 ±0.10 83.3 ±0.37 94.7 ±0.08 95.4 ±0.12 83.9 ±0.12

Lora 93.0 ±0.03 89.1 ±0.09 75.7 ±0.40 93.7 ±0.04 94.7 ±0.03 84.0 ±0.07

Table 2: The performance of the adapter techniques on GPT models. Bold numbers are significantly higher than other
results in a column (two-tailed t-test with 𝑝-value<0.05).
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Figure 3: Document classification results based on the
BERT-Large model.

than the locally trained attention weights trained of the
Fusion models. The Adapted models perform compara-
bly to Lora on the sentiment tasks (STS-B and SST-2)
and the grammaticality task CoLA but weaker on other
tasks. This observation indicates that tuning the inter-
nal attention weights of the encoder, as done by Lora,
is more beneficial to the document classification tasks
than adapting the intermediate representations, as our
Adapted model considers.

5.3 Model Efficiency

The adapting techniques we consider in this study can
be classified into two categories regarding their integra-
tion into the base model. The first are those techniques
that chain a learning block on top of the encoder, and
the second are those that are infused into the encoder.
The piped models treat the base encoder as a black box
and rely only on the intermediate representations pro-
duced by the encoder. However, the infused techniques
must carefully modify the base architecture and insert
their parameters in the encoder. In our test benchmark,
the learning blocks of the Linear, Fusion, and Adapted
techniques are chained onto the base encoder while the
parameters of Lora are infused.

When it comes to the standard model training with
backpropagation, the piped techniques are more advan-
tageous since they allow us to perform the forward pass
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only once, store the intermediate representation (i.e.,
the layer activations), and reuse them during training.
This trick significantly improves training time at the
cost of storage, which is much cheaper than the GPU
cost required. However, both piped and infused tech-
niques perform the backward pass similarly on all train-
able parameters. Therefore, in order to improve train-
ing efficiency, we adopt the activation storing trick for
Frozen, Linear, Fusion, and Adapted models.

Table 3 summarized the training and inference ef-
ficiency of the adapter techniques. The results are av-
eraged over the efficiency statistics of CoNLL tagging
models. Training the piped model is significantly more
efficient than training the infused models. The Frozen,
Linear, and Fusion models are the most efficient tech-
niques in both computational time and trainable param-
eters. The Adapted models are more than 10× faster
than Finetune and Lora models but 2× slower than
Frozen, Linear, and Fusion models, which is due to the
large number of trainable parameters it uses. The train-
ing efficiency gain of the piped models comes from the
activation storing trick.

The activation storing trick is also responsible for
the shorter training time in piped models compared to
their inference time. As mentioned earlier, we forward
every training example only once through the base en-
coder of these models during their first training epoch.
Later, we only pass it through the adapter parameters,
which are relatively smaller than the encoder. Assum-
ing 𝑡𝑒 as the time required for a forward pass through
the encoder, 𝑡𝑓 , and 𝑡𝑏 as the time required for a for-
ward and backward pass through the adapter parame-
ters, then the average training time for a batch of sen-
tences is 𝑡tr =

𝑡𝑒+𝑒 (𝑡𝑓 +𝑡𝑏 )
𝑒 for 𝑒 training epochs. This

fraction becomes smaller as 𝑒 increases. However, the
inference time for a test example is 𝑡inf = 𝑡𝑒 + 𝑡𝑓 , which
is larger than the average training time if the number
of training epochs (𝑒) is larger than 1. This is because
𝑡𝑒 + 𝑒𝑡𝑏 < 𝑒𝑡𝑒 for 𝑒 > 1 given that 𝑡𝑏 ≪ 𝑡𝑒 , which im-
plies 𝑡tr < 𝑡inf. It is important to note that the training
times reported in Table 3 are averaged over the training
epochs, and the total training time is longer than the
inference time.

The Adapted models perform as efficiently as the
other piped models at the inference time while still be-
ing more efficient than Lora. Lora’s lower inference ef-
ficiency is because of the infused attention weights dis-
tributed across all encoder layers. Although the added
parameters are relatively small, they still cause a com-
putational delay because they are coupled to the en-
coder’s attention weights in each layer andmust be pro-
cessed sequentially in the same order as the encoder’s
layer. This latency can be improved by merging the in-
fused weights into the encoder’s attention parameters.
In this case, Lora will be as efficient as the other mod-

els but at the cost of losing its reusability because it
will become a large model specified for a target task. In
contrast, our adaptation mechanism includes a small
number of relatively large computational blocks to the
encoder, enablingmore efficient use of the GPU parallel
processing capability.

Train Inference #Params

Frozen 0.004 0.024 0.0
Linear 0.004 0.024 0.0
Fusion 0.004 0.024 0.0
Adapted 0.008 0.025 1.1
Lora 0.095 0.062 0.8
Finetune 0.106 0.024 333.6

Table 3: The model efficiency. Train/Inference: average
training/inference time (seconds) for a batch of 32 sen-
tences. The time does not include the tokenization and
data loading time, which is independent of the actual
training. The training time is averaged over training
epochs. #Params: number of trainable parameters in
each adaptation mechanism (×106).

6 Ablation Study
This section studies the importance of the aggregation
and tailoring blocks to our adapter architecture. Fig-
ure 4 represents the improvements made by each block
over the baseline Frozen models. A significant part
of the improvement in the structured prediction tasks
comes from the aggregation that accounts for 85% of
the average improvements over frozen BERT models.
However, both blocks contribute almost equally to the
average improvement in document classification. This
indicates the importance of the token-wised layer ag-
gregation for structured prediction tasks that search
for the interconnections between tokens. On the other
hand, the tailoring block contributes significantly to the
document classification tasks whose objectives differ
from the encoder’s pretraining objective (i.e., masked
token prediction).

We also see that the necessity for tailoring in the
structured prediction becomes more evident as the task
complexity increases. The results suggest that the re-
quired information for syntactic tasks such as POS tag-
ging, chunking, and parsing is already available in the
intermediate representations and we only need to ag-
gregate the information properly. However, more com-
plex tasks that rely on both syntactic and semantic in-
ference (e.g., DEPREL, NER, and RE) can benefit from
both aggregation and tailoring blocks.

Next, we study the importance of the residual con-
nection between the aggregation and tailoring blocks.

Northern European Journal of Language TechnologyVol. 10, 2024 9



PO
S–

C
H
K
–

N
ER

–

U
PO

S

X
PO

S

D
EP

R
EL

LA
S—

LA
S—

N
ER

–

R
E—

–

AV
G

75

80

85

90

95

100

0.1

0.1
1.9

0.1 0.1

3

0.43 0.4

0.6
0.67

4.1

6.4

7.7

3.6 3.4

8.3

1.160.36
0.7

1.8 3.75

Frozen +Aggregation +Tailor

CoNLL UD WSJ WNLG

C
oL

A

ST
S-
B

M
R
PC R
TE

SS
T-
2

AV
G

40

60

80

100

9.91

1.73 4.16

8.66

2.06

5.31

5.3

11.83
1.03

2.89

2.29

4.67

Figure 4: The accumulative contribution of the aggre-
gation and tailoring blocks to the frozen BERT model.
The adapted output is taken from the residual connec-
tor, adding the aggregator and tailor outputs.

Table 4 summarizes the base results on a subset of the
structured prediction tasks. The base results in the
Agg column are from the aggregator block. The other
columns summarize the improvement or degradation
caused by the tailoring block and the residual connec-
tion between the two blocks. First, compared with
the results reported in Table 1, the aggregator block
(see Column Agg) surpasses the Linear and Fusion ag-
gregation by an average score of 0.6 and 1.9, respec-
tively. This empirically supports our assumption about
the local contribution of the intermediate representa-
tions to tokens within a task, as opposed to the token-
independent aggregations of the Linear model. It also
shows that our globalmodeling of the token-layer atten-
tion mechanism performs better than the local model-
ing of the Attention Fusion mechanism. Second, the tai-

loring block hurts the model performance when piped
to the aggregation block without the residual link (see
Column +Tailor). The residual information cancels out
the tailor negative effect and significantly improves per-
formance. We speculate that this is due to the control-
ling effect of the residual connection that lets the tai-
loring block affect the aggregated information only in
specific contexts if needed.

Agg +Tailor +Residual Adapted

POS 93.6 0.0 0.1 0.1
CHK 90.3 −1.0 1.1 0.1
NER 87.4 0.0 1.6 1.6
DEP 95.2 −0.2 0.2 0.0
RE 91.6 −0.3 0.9 0.6
AVG 91.6 −0.3 0.8 0.5

Table 4: The performance improvement (or degrada-
tion) after adding the tailoring block and the residual
link to the aggregation block. The results are based on
the BERT model.

7 Conclusion

We have introduced a task adaptation mechanism for
Transformer encoders to address the reusability and ef-
ficiency issues of finetuning in structured prediction.
The proposed model aggregates the intermediate rep-
resentations of a frozen encoder based on the input
tokens and tailors them to a target task. Empirical
results confirmed that the adaptation mechanism im-
proves the training efficiency significantly while being
on par with the finetuning performance. Further abla-
tion studies confirmed the importance of both the ag-
gregation and tailoring blocks. In future work, we want
to study the adapter performance within different lan-
guages and analyze attention weights in more detail
across different tasks in multilingual benchmarks.
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Abstract Named entity recognition is an important application within Danish NLP, essential within both industry and research.
However, Danish NER is inhibited by a lack coverage across domains and entity types. As a consequence, no current models are
capable of fine-grained named entity recognition, nor have they been evaluated for potential generalizability issues across datasets
and domains. To alleviate these limitations, this paper introduces: 1) DANSK: a named entity dataset providing for high-granularity
tagging as well as within-domain evaluation of models across a diverse set of domains; 2) and three generalizable models with
fine-grained annotation available in DaCy 2.6.0; and 3) an evaluation of current state-of-the-art models’ ability to generalize across
domains. The evaluation of existing and new models revealed notable performance discrepancies across domains, which should be
addressed within the field. Shortcomings of the annotation quality of the dataset and its impact on model training and evalua-
tion are also discussed. Despite these limitations, we advocate for the use of the new dataset DANSK alongside further work on
generalizability within Danish NER.

1 Introduction
Danish Annotations for NLP Specific TasKs (DANSK)
is a new gold-standard dataset for Danish with named
entity annotations for 18 distinct classes. The anno-
tated texts are from 25 text sources that span 7 different
domains and have been derived from the Danish Giga-
word Corpus (Strømberg-Derczynski et al., 2021). The
dataset is publicly accessible1 and pre-partitioned into
a training, validation, and testing set in order to stan-
dardize future model evaluations.

1.1 Related Work and Motivation

The release of DANSK is motivated by current limita-
tions facing Danish NER. This introduced existing work
and their shortcomings.

DaNE or Danish Named Entities (Hvingelby et al.,
2020a) is an extension upon the Danish Dependency
Treebank (DDT) (Nivre et al., 2016) using the CoNLL-
2003 annotation standard consisting of four entity
types. DaNE features high-quality annotations (inter-
rater agreements of Cohen’s 𝜅=0.87 when excluding O
tags) and is the dataset generally used for production
ready system (Enevoldsen et al., 2021; Akbik et al., 2019;

1https://huggingface.co/datasets/chcaa/dansk-ner

Honnibal et al., 2020).
Dan+ (Plank et al., 2021) similarly annotate DDT

using the CONLL 2023 schema, but extends it further
by including social media and annotating for nested
named entities. With nesting, the social media domains
Reddit and Twitter obtains a 𝜅 scores of 87.81 and 80.94
respectively. 𝜅 is not reported for their annotations of
DDT.

Based on these sources we highlight the following
limitations of Danish NER;

1. Multiple important domains such conversational
speech, legal documents, web articles are cur-
rently not covered by current datasets. Moreover,
even domains such as news is only covered by
text spanning the period 1883-1992, thus no con-
temporary linguistic trends are included.

2. Current datasets are limited to the CoNLL-2003
annotation standard consisting of four entity
types, as opposed to more fine-grained NER
datasets like OntoNotes 5.0 which include 18 en-
tity types, notably covered domain-specific en-
tities such as ”LAW” and does not include a
”MISC”, which is often excluded from evaluations
(Nielsen, 2023) due to its lack of specificity.
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DANSK seeks to address these limitations, in part
to navigate impediments to generalizability (Kirkedal
et al., 2019), where domain shifts in data cause drops
in performance, as models are optimized for the train-
ing and validation data, making cross-domain evalua-
tion crucial (Plank et al., 2021). A study by Enevoldsen
et al. (2021), furthermore found generalizability issues
for Danish NER, not across domains, but across dif-
ferent types of data augmentations — further indicat-
ing generalizability issues for Danish models. Based on
DANSK, we also introduce three new models of varying
sizes available through DaCy 2.6.0 (Enevoldsen et al.,
2021) that are specifically developed for fine-grained
NER on the comprehensive array of domains included
in DANSK to ensure generalizability.

Finally, we evaluate the three newly released mod-
els against some of the currently best-performing and
most widely-used NLP models within Danish NER us-
ing the DANSK dataset, in order to attain estimates of
generalizability across domains.

2 Dataset

2.1 The Danish Gigaword Corpus

The texts in the DANSK dataset were sampled from
the Danish Gigaword Corpus (DAGW) (Strømberg-
Derczynski et al., 2021), a new Danish corpus of over
1 billion words, consisting of 25 different media sources
across 7 domains (see Appendix A.3.2). “Domains”
within DANSK are inherited directly from the Dan-
ish Gigaword Corpus (DAGW) (Strømberg-Derczynski
et al., 2021). Naturally, some domains constitute more
coherent genres of text than others (e.g. “Legal” versus
“Web” or “Social Media” but we have retained these la-
bels to maintain consistency with DAGW. We take do-
main to refer to a distinct area or field of knowledge or
activity characterized by its specific terminology, lin-
guistic patterns, and/or unique challenges in language
processing.

2.2 Initial named entity annotation

For annotation of DANSK, DAGW was filtered to ex-
clude texts from prior to 2000 and segmented into sen-
tences using spaCy’s rule-based “sentencizer” (Honni-
bal et al., 2020). DANSK uses the annotation standard
of OntoNotes 5.0. For NER annotation using Prodigy
(Montani and Honnibal, 2018), texts were first divided
up equally for the 10 annotators, with a 10% overlap be-
tween the assigned texts (i.e. 10% of texts were anno-
tated by all annotators). The annotators were 10 native
speakers of Danish (nine female, one male) between the
ages of 22-30 years old, studying in the Masters de-
gree program in English Linguistics at Aarhus Univer-

Cohen’s 𝜅
Initial Reviewed

Annotator 1 0.6 0.92
Annotator 2 0.52 -
Annotator 3 0.51 0.93
Annotator 4 0.58 0.93
Annotator 5 0.54 0.91
Annotator 6 0.56 0.93
Annotator 7 0.47 0.93
Annotator 8 0.51 0.89
Annotator 9 0.52 0.92
Annotator 10 0.56 -
Average 0.92

Table 1: Table showing the average Cohen’s 𝜅 scores for
each rater for the overlapping data after the initial an-
notation and after the annotations were reviewed and
improved (see section 2.3).

sity. For fine-grained NER annotation, instructions fol-
lowed the 18 shorthand descriptions of the OntoNotes
5.0 named entity types (Weischedel et al., 2012). For
more information on the recruitment and compensa-
tion of annotators and the annotation instruction pro-
cess, see Section 8 and Appendix A.4.2.Initial annota-
tions suffered from poor intercoder reliability, as mea-
sured by Cohen’s kappa (𝜅) scores over tokens, calcu-
lated by matching each rater pairwise to every other
(Table 1). However it has been argued that Cohen’s
kappa poorly reflect annotation quality due to its re-
quirement for negative cases, and Macro F1 score has
been proposed as a better alternative (Brandsen et al.,
2020). The span-level Macro F1 scores were calculated
for all annotators (Table 2) using the spaCy implemen-
tation (v. 3.5.4).

2.3 Annotation improvement
Due to the low consensus between annotators, it was
deemed necessary for the annotated texts to undergo
additional processing before they could be unified into
a coherent, high-quality dataset.

Texts with multiple annotators Some curated
datasets utilize a single annotator for manual resolve-
ment of conflicts between raters (Weischedel et al.,
2012). While this is sometimes necessary, it skews an-
notations towards the opinion of a single annotator
rather than the general consensus across raters. In or-
der to resolve conflicts while diminishing this skew, we
took a two-step approach: first, an automated proce-
dure was employed to resolve the majority of anno-
tation disagreements systematically; second, a small
number of texts with remaining annotation conflicts
were resolved manually.
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Named-entity type Macro F1 (Span) SD

CARDINAL 0.47 0.23
DATE 0.55 0.21
EVENT 0.5 0.34
FACILITY 0.22 0.38
GPE 0.91 0.05
LANGUAGE 0.0 0.0
LAW 0.23 0.32
LOCATION 0.22 0.24
MONEY 0.62 0.49
NORP 0.5 0.39
ORDINAL 0.5 0.27
ORGANIZATION 0.72 0.14
PERCENT 0.0 0.0
PERSON 0.59 0.32
PRODUCT 0.12 0.23
QUANTITY 0.18 0.26
TIME 0.33 0.36
WORK OF ART 0.4 0.29

Table 2: The macro F1-scores across the raters for each
of the named entity types.

The automated procedure for resolving annotation
disagreements was rule-based and followed a decision
tree-like structure (Figure 1). It was only applied to
texts that had been annotated by a minimum of four
raters, ensuring that that an annotation with no con-
sensus was accepted in a text annotated by two an-
notators. To exemplify the streamlining of the multi-
annotated texts, Figure 2 is included.

After employing the automated procedure, the 886
multi-annotated texts went from having 513 (58%) texts
with complete rater agreement to 789 (89%). The texts
with complete agreement were added to the DANSK
dataset, while the remaining 97 (21%) of the multi-
annotated texts had remaining annotation conflicts.
The remaining texts with conflicting annotations were
resolved manually by the first author, by changing any
annotations that did not comply with the extended
OntoNotes annotation guidelines. However, three texts
were of such bad quality that they were rejected and
excluded. The remaining resolved 94 texts were then
added to DANSK.

Finally, to ensure that any named enti-
ties of the type LANGUAGE, PERCENT, and
PRODUCT had not been missed by the anno-
tators, an extra measure was taken. The model
TNER/Roberta-Large-OntoNotes52 was used to
add these types of annotations to the accepted multi-
annotated texts (Ushio and Camacho-Collados, 2021).
Each text with any predictions by the models was
then manually assessed by the first author, to inspect

2https://huggingface.co/tner/roberta-large-ontonotes5

Figure 1: The decision tree for automated conflict re-
solvement of multi-annotated texts. Each annotation
span in a text followed the steps from 1 to 4 on the di-
agram. The decision tree was only followed for anno-
tation spans found in texts that had been annotated by
at least four raters.

Figure 2: An example of a text along with its four anno-
tations being processed on the basis of the decision-tree
in Figure 1.

whether the additional model annotations should
be included. None of the predictions matched the
annotation guidelines and were thus not added to
the texts. This step concluded the processing of the
multi-annotated texts, which resulted in a total of 883
texts added to the DANSK dataset.

Texts with a single annotator Based on the low
consensus between the multiple raters, it was assumed
that documents annotated by a single annotator might
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not meet a sufficient quality standard. To refine these
annotations, we utilize the reviewed annotations from
multiple annotators to train a model. This model is then
applied to the data such that detected discrepancies
between model and human annotations are reviewed
and manually resolved by the authors. The rationale
for this process is that it propagates the aggregated an-
notations across the dataset and can thus be seen as a
supervised approach to anomaly detection

As the preliminary DANSK dataset included rela-
tively few annotations, we explored the effect of en-
riching our existing datasets using the English subsec-
tion of OntoNotes 5.0 (Recchia and Jones, 2009). We
trained a total of three NER models using a multilingual
xlm-roberta-large3 to allow for cross-lingual trans-
fer (Conneau et al., 2020): 1) the first model on 80% of
the preliminary DANSK dataset; 2) the second build-
ing on (1) by adding English OntoNotes 5.0 and 3) the
third duplicating the 80% of the preliminary DANSK to
match the size of the English OntoNotes 5.0. All three
models were validated on the remaining 20%. The best
model (the third, (3)) was then applied to the remaining
15062 texts and discrepancies were manually resolved
by the second author. The best model obtained an
span macro-F1 of 0.80 and were trained using spaCy’s
transition-based parser (v2) with a batch size of 128, a
gradient accumulation of 3 and a max learning rate of
5e-5 trained for 20 000 steps with 250 steps of warm-up.
The remainder of the parameters were set to the default
(in spaCy v. 3.5.4).

Resolving remaining inconsistencies Because of
the large number of annotation reviews, we were able
to identify common annotation mistakes. To further
enhance the quality of the annotations, all texts were
screened for common errors using a list of regex pat-
terns (see and Appendix A.5.1). This resulted in flagged
matches in 449 texts which were re-annotated in ac-
cordance with the OntoNotes 5.0 extended annotation
guidelines (Weischedel et al., 2012) and the newly devel-
oped Danish Addendum designed to clarify ambiguities
and issues specific to Danish texts, as described in the
full dataset card (Appendix A).

3 Final dataset: DANSK

3.1 DANSK quality assessment

Average Cohen’s 𝜅 scores were calculated on the pro-
cessed, finalized versions of texts with multiple annota-
tors. All of the non-removed raters’ texts were included,
as well as the preliminary version of DANSK with the
conflicts resolved.

3https://huggingface.co/xlm-roberta-large

As expected, the average scores of the processed
texts saw a marked increase, ultimately ranging be-
tween 0.93 and 0.89, compared with scores of the origi-
nal annotated texts which ranged from 0.47 to 0.60 (Ta-
ble 1).

Figure 3: Confusion matrix across annotated tokens be-
fore and after the automated streamlining.

To assess which inconsistencies still remained be-
tween the DANSK dataset and the raters’ annotations,
a confusion matrix between the annotations of DANSK
and the accumulated annotations of the processed rater
texts was assessed. As can be seen in Figure 3, the ma-
jority of differences are cases in which a token or a span
of tokens was considered a named entity by one party,
but not by the other. In other words, no unequivocal
systematic patterns between a pair of named entities
existed.

To examine the final quality of the annotation pro-
cess we lastly had the first author (Native speaker of
Danish, Male, 29 Years) independently annotate 100
documents sampled from DANSK. These documents
were sampled equally among the annotators on the
non-overlapping datasets. The new annotations ob-
tained an Span Macro-F1 of 96.6. These agreements
mainly stemmed from cases which were either unclear
due to too little context such as when the text was very
short or cases where the labels is underspecified e.g.
when a website URL (e.g. ”Jobindex.dk”) should be an-
notated as a organization.

3.2 DANSK descriptive statistics

To provide complete transparency about the dataset
distributions, descriptive statistics are reported in the
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dataset card4 and Appendix A with regard to source,
domain, and named entities. In total DANSK consists
of 15 062 documents and 14 462 entities.

4 DaCy model curation

4.1 Model Specifications

In order to contribute to Danish NLP with both
fine-grained tagging as well as non-domain spe-
cific performance, three new models were fine-
tuned to the newly developed DANSK dataset. The
three models differed in size and included a large,
medium, and small model as they were fine-tuned ver-
sions of dfm-encoder-large-v15, DanskBERT6 and
electra-small-nordic7 (Snæbjarnarson et al., 2023).
These models contain 355, 278, and 22 million trainable
parameters, respectively. They were chosen based on
their ranking among the best-performing Danish lan-
guage models within their size class, according to the
ScandEval benchmark scores current as of the 7th of
March, 2023 (Nielsen, 2023).

The models were all fine-tuned on the training par-
tition of the DANSK dataset using the Python pack-
age spaCy 3.5.0 (Honnibal et al., 2020). The fine-tuning
was performed on an NVIDIA T4 GPU through the
UCloud interactive HPC system, which is managed by
the eScience Center at the University of Southern Den-
mark. An exhaustive list of all configurations of the sys-
tem, as well as hyperparameter settings, is provided in
the GitHub repository 8.

The three models shared the same hyperparame-
ter settings for the training with the exception that the
large model utilized an accumulated gradient of 3. They
employed a batch size of 2048 and applied Adam as
the optimizer with 𝛽1 = 0.9 and 𝛽2 = 0.999 and an ini-
tial learning rate of 0.0005. It used L2 normalization
with weighted decay, 𝛼 = 0.01, and gradient clipping
with c-parameter = 1.0. For the NER head of the trans-
former, transition-based parser (Goldberg and Nivre,
2013) was used with a hidden width of 64. The models
were trained for 20,000 steps with an early stopping pa-
tience of 1600. During training the model had a dropout
rate of 0.1 and an initial learning rate of 0.0005.

For the progression of the training loss of the NER
head, loss of the transformer, NER performance mea-
sured in recall, precision, and F1-score, refer to the
dataset card and Appendix B.

4https://huggingface.co/datasets/chcaa/dansk-ner
5https://huggingface.co/chcaa/dfm-encoder-large-v1
6https://huggingface.co/vesteinn/DanskBERT
7https://huggingface.co/jonfd/electra-small-nordic
8https://huggingface.co/datasets/chcaa/dansk-ner

Fine-grained NER Models

Large Medium Small

F1-score 0.823 0.806 0.776
Recall 0.834 0.818 0.77
Precision 0.813 0.794 0.781

Table 3: Model performances in macro F1-scores. Bold
and italics are used to represent the best and second-
best scores, respectively.

Fine-grained NER Models

Named-entity type Large Medium Small

CARDINAL 0.87 0.78 0.89
DATE 0.85 0.86 0.87
EVENT 0.61 0.57 0.4
FACILITY 0.55 0.53 0.47
GPE 0.89 0.84 0.80
LANGUAGE 0.90 0.49 0.19
LAW 0.69 0.63 0.61
LOCATION 0.63 0.74 0.58
MONEY 0.99 1 0.94
NORP 0.78 0.89 0.79
ORDINAL 0.70 0.7 0.73
ORGANIZATION 0.86 0.85 0.78
PERCENT 0.92 0.96 0.96
PERSON 0.87 0.87 0.83
PRODUCT 0.67 0.64 0.53
QUANTITY 0.39 0.65 0.71
TIME 0.64 0.57 0.71
WORK OF ART 0.49 0.64 0.49
AVERAGE 0.82 0.81 0.78

Table 4: Model performances in Macro F1-scores within
each named entity type. Bold and italics are used to
represent the best and second-best scores, respectively.

4.2 Results

This section presents the results of the performance
evaluation. An overview of the general performance
of the three fine-grained models is reported in Table 3.
Domain-level performance can be seen in Table 5. To
account for the differences in domain size, Figure 4 is
further included as it adds an additional dimension of
information through the depiction of the size of the do-
mains. Insights into performance within named entity
categories are provided in Table 4.

Refer to the dataset card and Appendix A for full
information on the distributions for named entities and
domains within the partitions.
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Figure 4: Domain performance in macro F1-scores of the three models on the test partition of DANSK. The size of the
circles represents the size of the domains, and thus their relative weighted impact on the overall scores. See Table 5 for
scores.

Fine-grained Ner Models

Domain Large Medium Small

All domains 0.82 0.81 0.78
Conversation 0.80 0.72 0.82
Dannet 0.75 0.667 1
Legal 0.85 0.85 0.87
News 0.84 0.76 0.86
Social Media 0.79 0.85 0.8
Web 0.83 0.80 0.76
Wiki and Books 0.78 0.84 0.71

Table 5: Model performances in macro F1-scores within
each domain. Bold and italics are used to represent the
best and second-best scores, respectively.

5 Model generalizability

5.1 Methods

5.1.1 Models

To assess whether there exists a generalizability issue
for Danish language models, a number of SOTA mod-
els were chosen for evaluation on the test partition of
the newly developed DANSK dataset. The field of Dan-
ish NLP and NER is evolving rapidly, making it hard
to establish an overview of the most important models
for Danish NER. However, the models for the evalua-
tion were chosen on the basis of two factors; namely
prominence of use, and performance. The latter was
gauged on the basis of ScandEval, the NLU framework

for benchmarking (Nielsen, 2023).
At the time of the model search, the model

saattrupdan/nbailab-base-ner-scandi 9 ranked
amongst the best-performing models for Danish (and
Scandinavian) NER.10 It was trained on the combined
dataset of DaNE, NorNE, SUC 3.0, and the Icelandic and
Faroese part of the WikiANN (Hvingelby et al., 2020b;
Gustafson-Capková and Hartmann, 2006; Ejerhed et al.,
1992; Jørgensen et al., 2019; Pan et al., 2017). Because of
the wide palette of different datasets, texts from more
domains are represented. It was thus conjectured that
the model might not suffer from the generalizability is-
sues outlined in the introduction section of the paper.

Apart from this model, the three v0.1.0 DaCy mod-
els large, medium, and small were also included. Note
that these are the existing non-fine-grained models
that were already in DaCy prior to the development of
the fine-grained models presented in this paper. The
models are fine-tuned versions of 1) Danish Ælæctra11,
Danish BERT12, and the XLM-R (Conneau et al., 2020).
The models are fine-tuned on DaNE (Hvingelby et al.,
2020b) and DDT (Johannsen et al., 2015) for multitask
prediction for multiple task including named-entity
recognition and at the time of publication achieved
state-of-the-art performance for Danish NER (Enevold-

9https://huggingface.co/saattrupdan/nbailab-base-ner-scandi
10https://paperswithcode.com/sota/

named-entity-recognition-on-dane
11https://huggingface.co/Maltehb/aelaectra-danish-electra-small-cased
12https://huggingface.co/Maltehb/danish-bert-botxo
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sen et al., 2021).
We also include the NLP framework spaCy (Ex-

plosion AI, Berlin, Germany), to explore the general-
ization of production systems. SpaCy features three
Danish models (small, medium, and large13) which
similarly to the DaCy models are multi-task models
with NER capabilities. Although spaCy also includes
a Danish transformer model, it was not incorporated
in the generalizability analysis. The reason for this is
that DaCy medium v.0.1.0 is already included and the
two models are almost identical. Both are based on
the model Maltehb/danish-bert-botxo14 and fine-
tuned on DaNE, and thus only deviate on minor differ-
ences in hyperparameter settings.

In summary, the models included in the final eval-
uation were:

1. Base-ner-scandi

(nbailab-base-ner-scandi)
2. DaCy large (da dacy large trf-0.2.0)
3. DaCy medium (da dacy medium trf-0.2.0)
4. DaCy small (da dacy small trf-0.2.0)
5. spaCy large

(da core news lg v. 3.5.0)
6. spaCy medium

(da core news md v. 3.5.0)
7. spaCy small

(da core news sm v. 3.5.0)
8. Fine-grained large (da dacy large trf-0.1.0)
9. Fine-grained medium (da dacy medium trf-0.1.0)

10. Fine-grained small (da dacy small trf-0.1.0)

5.1.2 Named Entity Label Transfer

A fine-grained NER dataset with 18 labels following the
OntoNotes guidelines has not been publicly available
for Danish until now. The aforementioned models have
thus only been fine-tuned to the classic, more coarse-
grained DaNE dataset that follows the CoNLL-2003
named entity annotation scheme (Sang and De Meul-
der, 2003; Hvingelby et al., 2020a). This includes the four
named entity types PER (person), LOC (location), ORG
(organization), and MISC (miscellaneous). This anno-
tation scheme is radically different from the DANSK
annotations that match the OntoNotes 5.0 standards.
To enable an evaluation of the models, the DANSK
named entity labels were coerced into the CoNLL-2003
standard in order to match the nature of the models,
and specifically to assist us in highlighting performance
disparities across out-of-distribution domains, such as
”SoMe” and ”Legal”, which are new in the release of
DaNSK.

As the description of both ORG and PER in CoNLL-
2003 largely matches that of the extended OntoNotes,
these named entity types could be used in the eval-
uation with a 1-to-1 mapping without further han-
dling. However, in CoNLL-2003, LOC includes cities,

13Note that a model size of spaCy are not comparable to model
sizes of transformer encoders

14https://huggingface.co/Maltehb/danish-bert-botxo

roads, mountains, abstract places, specific buildings,
and meeting points (Hvingelby et al., 2020a; Sang and
De Meulder, 2003). As the extended OntoNotes guide-
lines use both GPE and LOCATION, DANSK GPE an-
notations were mapped to LOC in an attempt to make
the test more accurate. Predictions for the CoNLL-
2003 MISC category, intended for names not captured
by other categories (e.g. events and adjectives such as
”2004 World Cup” and ”Italian”), were excluded.

5.1.3 Evaluation

SOTA models were evaluated using macro average F1-
statistics at a general level, a domain level, and finally
F1-scores at the level of named entity types.

5.2 Results

Table 6 provides an overview of macro span-F1-scores as
well as recall and precision statistics. The performance
across domains and across named entity types are re-
ported in Table 7 and Table 8.

Model F1 Recall Precision
Base-ner-scandi 0.64 0.59 0.70

DaCy large 0.68 0.67 0.69
DaCy medium 0.63 0.64 0.61

DaCy small 0.51 0.48 0.56
spaCy large 0.49 0.45 0.53

spaCy medium 0.49 0.47 0.52
spaCy small 0.32 0.32 0.32

Table 6: Overall performance on the DANSK test set in
macro F1-score using the CoNLL-2003 Schema. Bold
and italic represent the best and next best scores.

6 Discussion

6.1 DANSK dataset

The DANSK dataset enhances Danish NER by focus-
ing on fine-grained named entity labels and diverse
domains like conversations, legal matters, and web
sources, but omits some domains in DaNE, such as
magazines (Norling-Christensen, 1998; Hvingelby et al.,
2020a). Entity distribution varies, influencing model
performance for specific types.

DANSK’s quality was benchmarked using models
trained on different OntoNotes 5.0 annotated datasets
(Luoma et al., 2021). Despite the dataset size dispar-
ity, performances for English and Finnish models were
between F1-scores of .89 and .93 (Luoma et al., 2021;
Li et al., 2022), notably higher than DANSK. Given
the smaller size of DANSK (15062 texts) compared to
English OntoNotes (600000 texts) (Weischedel et al.,
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Model Across Conversational Legal News SoMe Web Wiki

base-ner-scandi 0.64 0.66 0.59 0.67 0.71 0.63 0.80
DaCy Large 0.68 0.74 0.70 0.85 0.74 0.65 0.73
DaCy Medium 0.63 0.71 0.76 0.68 0.78 0.57 0.72
DaCy Small 0.51 0.68 0.61 0.67 0.35 0.46 0.62
spaCy Large 0.49 0.72 0.56 0.61 0.63 0.44 0.52
spaCy Medium 0.49 0.73 0.58 0.61 0.74 0.45 0.50
spaCy small 0.32 0.69 0.44 0.64 0.46 0.25 0.32

Table 7: The domain-level performances in macro F1-scores on the DANSK test set using the CoNLL-2003 Schema. Bold
and italic represent the best and next best scores.

2012), performance for models trained on DANSK is ex-
pectedly lower, irrespective of annotation quality (Rus-
sakovsky et al., 2015).

Annotation quality issues were tackled, improving
Cohen’s 𝜅 values from ∼0.5 to ∼0.9 (Table 1 and Table
??). Initial difficulties arose from suboptimal sampling
from DAGW and insufficient annotator training. Fu-
ture improvements include initial quality screening and
comprehensive training with the OntoNotes 5.0 anno-
tation scheme (Plank, 2022; Uma et al., 2021). In the
release of the DANSK dataset, we include raw (per an-
notator) annotations to allow for transparency and fur-
ther analysis of annotator disagreement.

6.2 DaCy models
New fine-grained models of varying sizes attained
macro F1-scores of 0.82, 0.81, and 0.78 respectively.
Larger models generally performed better as would be
expected. However, due to DANSK’s domain imbal-
ance, these scores should be treated carefully. Domains
like web, conversation, and legal heavily influenced
the F1-scores due to their larger text volume. Perfor-
mance comparisons are based on OntoNotes 5.0 stan-
dard datasets due to the unique annotation scheme of
DANSK.

Minor performance variation was found within
each domain. The small models excelled in underrepre-
sented domains like news, possibly leading to volatile
results. Legal texts were easiest to classify with F1-
scores of 0.85 and 0.87.

Classification performance varied with named en-
tity types. Facilities, artworks, and quantities were dif-
ficult to predict, whereas entities like money, dates, per-
centages, GPEs, organizations, and cardinals were eas-
ier to classify. This can be attributed to the quantity and
context of named entities in the training data. Some en-
tity types might appear in similar contexts or have sim-
ilar structures, hence easier to distinguish. Variance in
performance may arise from differences in text quality
and context. Given the observed performance differ-
ences across domains and named entity types, it’s cru-
cial to understand the strengths and limitations of the

new models within the DaCy framework.

6.3 SOTA models and generalizability

The new fine-grained DaCy models demonstrate higher
performance on the DANSK dataset, compared to exist-
ing SOTA models (refer to Tables 6 and 3). However, due
to annotation scheme discrepancies, a direct compari-
son is challenging.

Performance analysis is two-fold: evaluation across
domains for each model, and comparison between
models, both following the CoNLL-2003 annotation
scheme.

Significant domain performance disparities were
observed (see Table 7). For instance, base-ner-scandi
scored F1-scores of 0.59 and 0.8 for legal and Wikipedia
texts, respectively. Actual model accuracy may vary by
domain, contrary to performance reported on DaNE.
The models performed best on conversation and news
texts, with web and wiki sources performing poorly.

Larger models generally outperformed smaller
models, with base-ner-scandi and DaCy large per-
forming best, with across-domain F1-scores of 0.64 and
0.68 respectively. The DaCy models, easily accessible
via the DaCy framework, performed comparably or bet-
ter than the base-ner-scandi model, hence DaCy is
the preferred library for Danish NER.

Table 8 shows the performance of models within
each non-fine-grained named entity class (CoNLL-
2003) on the DaNSK test set, and includes scores for
the previously best-performing non-fine-grained DaCy
models (0.2.0). The release of fine-grained NER DaCy
models (0.1.0) represents a significant performance im-
provement, from an overall average F1-score of 0.67 for
DaCy Large (0.2.0) versus 0.85 for DaCy fine-grained
large (0.1.0).

7 Conclusion
Danish NER suffers from limited dataset availability,
lack of cross-validation, domain-specific evaluations,
and fine-grained NER annotations. This paper intro-
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Model Average F1 Person F1 Organization F1 Location F1

DaCy large 0.67 (0.62, 0.72) 0.74 (0.67, 0.80) 0.50 (0.43, 0.57) 0.80 (0.73, 0.86)
DaCy medium 0.56 (0.49, 0.60) 0.62 (0.54, 0.68) 0.40 (0.32, 0.47) 0.66 (0.53, 0.75)
DaCy small 0.55 (0.50, 0.59) 0.64 (0.56, 0.71) 0.38 (0.31, 0.46) 0.65 (0.56, 0.72)
base-ner-scandi 0.64 (0.57, 0.69) 0.69 (0.62, 0.77) 0.49 (0.38, 0.59) 0.72 (0.58, 0.81)
SpaCy large 0.51 (0.43, 0.56) 0.60 (0.52, 0.68) 0.33 (0.24, 0.42) 0.61 (0.46, 0.71)
SpaCy Medium 0.50 (0.44, 0.55) 0.59 (0.51, 0.65) 0.32 (0.26, 0.41) 0.62 (0.48, 0.72)
SpaCy Small 0.34 (0.30, 0.40) 0.36 (0.29, 0.43) 0.22 (0.16, 0.29) 0.46 (0.35, 0.55)

Fine-grained large (ours) 0.85 (0.81, 0.88) 0.86 (0.80, 0.90) 0.79 (0.73, 0.85) 0.93 (0.89, 0.96)
Fine-grained medium (ours) 0.85 (0.81, 0.88) 0.85 (0.79, 0.90) 0.80 (0.76, 0.85) 0.91 (0.86, 0.96)
Fine-grained small (ours) 0.83 (0.80, 0.86) 0.87 (0.82, 0.92) 0.79 (0.74, 0.83) 0.85 (0.78, 0.92)

Table 8: Performance using the CoNLL-2003 Schema in F1-scores on the DaNSK test set. Bold and italic represent the
best and next best scores. Scores are bootstrapped on the documents level and shows the mean the 95% confidence
interval in showed in the parentheses.

duces DANSK, a high-granularity named entity dataset
for within-domain evaluation, DaCy 2.6.0 with three
generalizable, fine-grained models, and an evaluation
of contemporary Danish models. DANSK, annotated
following OntoNotes 5.0 and including metadata on
text origin, facilitates across-domain evaluations. How-
ever, observed performance still falls short of what is
seen among higher-resourced languages. DaCy mod-
els, trained on DANSK, achieve up to 0.82 macro F1-
score on fine-grained NER across 18 categories. While
work remains to be done to augment the size and qual-
ity of fine-gained named entity annotation in Danish,
the release of DANSK and DaCy will assist in address-
ing generalizability issues in the field.

8 Ethics statement

Ethics Statement Our dataset is constructed based on
the public dataset The Danish Gigaword corpus, which
followed ethical practices in its composition. For spo-
ken conversations, participants agreed on releasing
anonymized transcripts of their conversations. Social
media data only includes publicly available Tweets. Be-
cause distribution of this part of the dataset is through
Tweet IDs and requires rehydration, any Tweets subse-
quently removed by the user are no longer included.

10 native Danish speakers enrolled in the English
Linguistics Master’s program were recruited as anno-
tators through announcements in classrooms. This de-
gree program was chosen because students receive rel-
evant training in general linguistics, including syntac-
tic analysis. We employed a larger group of students
to adhere to institutional limitations on the number of
hours student workers can have. The demographic bias
of our annotators (nine female, one male) reflects the
demographics of this MA program. Annotators worked
10 hours/week for six weeks from October 11, 2021, to
November 22, 2021. Their annotation tasks included
part-of-speech tagging, dependency parsing, and NER

annotation. Annotators were compensated at the stan-
dard rate for students, as determined by the collective
agreement of the Danish Ministry of Finance and the
Central Organization of Teachers and the CO10 Cen-
tral Organization of 2010 (the CO10 joint agreement),
which is 140DKK/hour.

We are committed to full transparency and repli-
cability in our release of DaNSK. Following work by
Mitchell et al. (2019) and (Gebru et al., 2021), we
provide a dataset card for DANSK following the format
proposed in Lhoest et al. (2021), which can be accessed
here: https://huggingface.co/datasets/chcaa/dansk-
ner. The dataset card and additional supporting
information about the language resource will also be
included in the Appendices upon publication.
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413–421. Linköping University Electronic Press, Swe-
den.

Uma, Alexandra, Tommaso Fornaciari, Anca Dumitra-
che, Tristan Miller, Jon Chamberlain, Barbara Plank,
Edwin Simpson, and Massimo Poesio. 2021. SemEval-
2021 task 12: Learning with disagreements. In Pro-
ceedings of the 15th International Workshop on Seman-
tic Evaluation (SemEval-2021), pages 338–347. Associ-
ation for Computational Linguistics.

Ushio, Asahi and Jose Camacho-Collados. 2021. T-NER:
An all-round python library for transformer-based
named entity recognition. In Proceedings of the 16th
Conference of the European Chapter of the Association

for Computational Linguistics: System Demonstra-
tions, pages 53–62. Association for Computational
Linguistics.

Weischedel, Ralph, Pradeer Sameer, Lance Ramshaw,
Jeff Kaufman, Michelle Franchini, and Mohammed
El-Bachouti. 2012. OntoNotes release 5.0. LDC Cat-
alog.

A Dataset card
Following work by Mitchell et al. (2019) and
(Gebru et al., 2021), we provide a dataset card
for DANSK following the format proposed in
Lhoest et al. (2021), which can be accessed here:
https://huggingface.co/datasets/chcaa/dansk-ner

A.1 Dataset Summary
DANSK: Danish Annotations for NLP Specific TasKs is a
dataset consisting of texts from multiple domains, sam-
pled from the Danish GigaWord Corpus (DAGW).15 The
dataset was created to fill in the gap of Danish NLP
datasets from different domains, that are required for
training models that generalize across domains. The
Named-Entity annotations are moreover fine-grained
and have a similar form to that of OntoNotes v5, which
significantly broadens the use cases of the dataset. The
domains include Web, News, Wiki & Books, Legal, Dan-
net, Conversation and Social Media. For a more in-
depth understanding of the domains, please refer to
DAGW.

The distribution of texts and Named Entities within
each domain can be seen in the table below:

A.1.1 Update log

• 2023-05-26: Added individual annotations for
each annotator to allow for analysis of inter-
annotator agreement

A.1.2 Supported Tasks

The DANSK dataset currently only supports Named-
Entity Recognition, but additional version releases will
contain data for more tasks.

A.1.3 Languages

All texts in the dataset are in Danish. Slang from var-
ious platforms or dialects may appear, consistent with
the domains from which the texts originally have been
sampled - e.g. Social Media.

15Note that DAGW is not part of the Linguistic Data Consortium
family of Gigaword corpora, and has notable differences in its source
and composition.
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A.2 Dataset Structure
A.2.1 Data Instances

The JSON-formatted data is in the form seen below:

{
"text": "Aborrer over 2 kg er en uhyre sj\u00e6lden fangst.",
"ents": [{"start": 13, "end": 17, "label": "QUANTITY"}],
"sents": [{"start": 0, "end": 45}],
"tokens": [

{"id": 0, "start": 0, "end": 7},
{"id": 1, "start": 8, "end": 12},
{"id": 2, "start": 13, "end": 14},
{"id": 3, "start": 15, "end": 17},
{"id": 4, "start": 18, "end": 20},
{"id": 5, "start": 21, "end": 23},
{"id": 6, "start": 24, "end": 29},
{"id": 7, "start": 30, "end": 37},
{"id": 8, "start": 38, "end": 44},
{"id": 9, "start": 44, "end": 45},

],
"spans": {"incorrect_spans": []},
"dagw_source": "wiki",
"dagw_domain": "Wiki & Books",
"dagw_source_full": "Wikipedia",

}

A.2.2 Data Fields

• text: The text
• ents: The annotated entities
• sents: The sentences of the text
• dagw source: Shorthand name of the source

from which the text has been sampled in the Dan-
ish Gigaword Corpus

• dagw source full: Full name of the source
from which the text has been sampled in the Dan-
ish Gigaword Corpus

• dagw domain: Name of the domain to which the
source adheres to

A.2.3 Data Splits

The data was randomly split up into three distinct par-
titions; train, dev, as well as a test partition. The splits
come from the same pool, and there are thus no under-
lying differences between the sets. To see the distribu-
tion of named entities, and domains of the different par-
titions, please refer to the paper, or read the superficial
statistics provided in the Dataset composition section.

A.3 Descriptive Statistics
A.3.1 Dataset Composition

Named entity annotation composition across partitions
is provided in Table 9.

A.3.2 Domain distribution

“Domains” within DANSK are inherited directly from
the Danish Gigaword Corpus (DAGW) (Strømberg-
Derczynski et al., 2021). Naturally, some domains
constitute more coherent genres of text than others

(e.g. “Legal” versus “Web” or “Social Media” but we
have retained these labels to maintain consistency with
DAGW. We take domain to refer to a distinct area
or field of knowledge or activity characterized by its
specific terminology, linguistic patterns, and/or unique
challenges in language processing.

Domain and source distribution across partitions is
provided in Table 10.

A.3.3 Entity Distribution across partitions

Domain and named entity distributions for the
training, testing, and validation sets can be found
in the full dataset card accompanying DANSK:
https://huggingface.co/datasets/chcaa/dansk-ner

A.4 Dataset Creation
A.4.1 Curation Rationale

The dataset is meant to fill in the gap of Danish NLP
that up until now has been missing a dataset with 1)
fine-grained named entity recognition labels, and 2)
high variance in domain origin of texts. As such, it is the
intention that DANSK should be employed in training
by anyone who wishes to create models for NER that
are both generalizable across domains and fine-grained
in their predictions. It may also be utilized to assess
across-domain evaluations, in order to unfold any po-
tential domain biases. While the dataset currently only
entails annotations for named entities, it is the inten-
tion that future versions of the dataset will feature de-
pendency Parsing, pos tagging, and possibly revised
NER annotations.

A.4.2 Annotations

Annotation process To afford high granularity, the
DANSK dataset utilized the annotation standard of
OntoNotes 5.0, featuring 18 different named entity
types. The full description can be seen in the associ-
ated paper.

Annotators 10 native Danish speakers enrolled in
the English Linguistics Master’s program were re-
cruited through announcements in classrooms. This de-
gree program was chosen because students receive rel-
evant training in general linguistics, including syntac-
tic analysis. We employed a larger group of students
to adhere to institutional limitations on the number of
hours student workers can have. The demographic bias
of our annotators (nine female, one male) reflects the
demographics of this MA program. Annotators worked
10 hours/week for six weeks from October 11, 2021, to
November 22, 2021. Their annotation tasks included
part-of-speech tagging, dependency parsing, and NER
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Table 9: Named entity annotation composition across partitions
Full Train Validation Test

Texts 15062 12062 (80%) 1500 (10%) 1500 (10%)
Named entities 14462 11638 (80.47%) 1327 (9.18%) 1497 (10.25%)

CARDINAL 2069 1702 (82.26%) 168 (8.12%) 226 (10.92%)
DATE 1756 1411 (80.35%) 182 (10.36%) 163 (9.28%)

EVENT 211 175 (82.94%) 19 (9.00%) 17 (8.06%)
FACILITY 246 200 (81.30%) 25 (10.16%) 21 (8.54%)

GPE 1604 1276 (79.55%) 135 (8.42%) 193 (12.03%)
LANGUAGE 126 53 (42.06%) 17 (13.49%) 56 (44.44%)

LAW 183 148 (80.87%) 17 (9.29%) 18 (9.84%)
LOCATION 424 351 (82.78%) 46 (10.85%) 27 (6.37%)

MONEY 714 566 (79.27%) 72 (10.08%) 76 (10.64%)
NORP 495 405 (81.82%) 41 (8.28%) 49 (9.90%)

ORDINAL 127 105 (82.68%) 11 (8.66%) 11 (8.66%)
ORGANIZATION 2507 1960 (78.18%) 249 (9.93%) 298 (11.87%)

PERCENT 148 123 (83.11%) 13 (8.78%) 12 (8.11%)
PERSON 2133 1767 (82.84%) 191 (8.95%) 175 (8.20%)

PRODUCT 763 634 (83.09%) 57 (7.47%) 72 (9.44%)
QUANTITY 292 242 (82.88%) 28 (9.59%) 22 (7.53%)

TIME 218 185 (84.86%) 18 (8.26%) 15 (6.88%)
WORK OF ART 419 335 (79.95%) 38 (9.07%) 46 (10.98%)

annotation. Annotators were compensated at the stan-
dard rate for students, as determined by the collective
agreement of the Danish Ministry of Finance and the
Central Organization of Teachers and the CO10 Cen-
tral Organization of 2010 (the CO10 joint agreement),
which is 140DKK/hour. Named entity annotations and
dependency parsing was done from scratch, while the
POS tagging consisted of corrections of silver-standard
predictions by an NLP model.

A.5 Automatic correction
During the manual correction of the annotation a series
of consistent errors were found. These were corrected
using Regex patterns (in Appendix A.5.1) which can also
be viewed in full with the DANSK release along with the
Danish Addendum to the Ontonotes annotation guide-
lines: https://huggingface.co/datasets/chcaa/dansk-
ner.

.
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Table 10: Domain and source distribution across partitions
Domain Source Full Train Dev Test

Conversation Europa Parlamentet 206 173 17 16
Conversation Folketinget 23 21 1 1
Conversation NAAT 554 431 50 73
Conversation OpenSubtitles 377 300 39 38
Conversation Spontaneous speech 489 395 54 40

Dannet Dannet 25 18 4 3
Legal Retsinformation.dk 965 747 105 113
Legal Skat.dk 471 364 53 54
Legal Retspraktis 727 579 76 72
News DanAvis 283 236 20 27
News TV2R 138 110 16 12

Social Media hestenettet.dk 554 439 51 64
Web Common Crawl 8270 6661 826 783

Wiki & Books adl 640 517 57 66
Wiki & Books Wikipedia 279 208 30 41
Wiki & Books WikiBooks 335 265 36 34
Wiki & Books WikiSource 455 371 43 41

A.5.1 Regex patterns

For matching with TIME spans, e.g. [16:30 - 17:30] (TIME):

\d{1,2}:\d\d ?[-|\||\/] ?\d

dag: \d{1,2}

For matching with DATE spans, e.g. [1938 - 1992] (DATE):

\d{2,4} ?[-|{] ?\d{2,4}

For matching companies with A/S og ApS,

e.g. [Hansens Skomager A/S] (ORGANIZATION):

ApS

A\/S

For matching written numerals, e.g. "en":

to | to$|^to| To | To$|^To| TO | TO$|^TO|

tre | tre$|^tre| Tre | Tre$|^Tre| TRE | TRE$|^TRE|

fire | fire$|^fire| Fire | Fire$|^Fire| FIRE | FIRE$|^FIRE|

fem | fem$|^fem| Fem | Fem$|^Fem| FEM | FEM$|^FEM|

seks | seks$|^seks| Seks | Seks$|^Seks| SEKS | SEKS$|

^SYV|

otte | otte$|^otte| Otte | Otte$|^Otte| OTTE | OTTE$|^OTTE|

ni | ni$|^ni| Ni | Ni$|^Ni| NI | NI$|^NI|

ti | ti$|^ti| Ti | Ti$|^Ti| TI | TI$|^TI

For matching "Himlen" or "Himmelen" already annotated

as LOCATION, e.g. "HIMLEN":

[Hh][iI][mM][lL][Ee][Nn]|[Hh][iI][mM][mM][Ee][lL][Ee][Nn]

For matching "Gud" already tagged as PERSON, e.g. "GUD":

[Gg][Uu][Dd]

For matching telephone numbers wrongly already

tagged as CARDINAL, e.g. "20 40 44 30":

\d{2} \d{2} \d{2} \d{2}

\+\d{2} \d{2} ?\d{2} ?\d{2} ?\d{2}$

\+\d{2} \d{2} ?\d{2} ?\d{2} ?\d{2}$

\d{4} ?\d{4}$

^\d{4} ?\d{4}$

For matching websites already

wrongly tagged as ORGANIZATION:

.dk$|.com$

For matching Hotels and Resorts

already wrongly tagged as ORGANIZATION:

.*[h|H]otel.*|.*[R|r]esort.*

For matching numbers including /

or :, already wrongly tagged as CARDINAL:

\/

\/

-

For matching rights already

wrongly tagged as LAW:

[C|c]opyright

[®|©]
[f|F]ortrydelsesret

[o|O]phavsret$

enneskeret
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A.6 Licensing Information
Creative Commons Attribution-Share Alike 4.0 Interna-
tional license
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B Training progression

Figure 5: The epoch training progression of loss
of the NER head (loss ner), loss of the transformer
(loss transformer), NER performance measured in re-
call (ents r), precision (ents p), F1-score (ents f) and
GPU-allocation percentage.
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Abstract Counterspeech offers direct rebuttals to hateful speech by challenging perpetrators of hate and showing support to tar-
gets of abuse. It provides a promising alternative to more contentious measures, such as content moderation and deplatforming,
by contributing a greater amount of positive online speech rather than attempting to mitigate harmful content through removal.
Advances in the development of large language models mean that the process of producing counterspeech could be made more
efficient by automating its generation, which would enable large-scale online campaigns. However, we currently lack a systematic
understanding of several important factors relating to the efficacy of counterspeech for hate mitigation, such as which types of
counterspeech are most effective, what are the optimal conditions for implementation, and which specific effects of hate it can best
ameliorate. This paper aims to fill this gap by systematically reviewing counterspeech research in the social sciences and compar-
ing methodologies and findings with natural language processing (NLP) and computer science efforts in automatic counterspeech
generation. By taking this multi-disciplinary view, we identify promising future directions in both fields.

1 Introduction

The exposure of social media users to online hate and
abuse continues to be a cause for public concern. Vol-
umes of abuse on social media continue to be sig-
nificant in absolute terms (Vidgen et al., 2019), and
some claim they are rising on platforms such as Twitter
where, at the same time, content moderation appears
to be becoming less of a priority (Frenkel and Conger,
2022). Receiving abuse can have negative effects on the
mental health of targets, and also on others witnessing
it (Siegel, 2020; Saha et al., 2019). In the context of pub-
lic figures, the impact on the witnesses (bystanders) is
arguably even more important, as the abuse is poten-
tially witnessed by a large volume of people. In addi-
tion, politicians and other prominent actors are driven
out of the public sphere precisely because of the vitriol
they receive on a daily basis (News, 2018), raising con-
cerns for the overall health of democracy.

Within this context, research on mechanisms for
combating online abuse is becoming ever more impor-
tant. One such research angle is the area of “coun-
terspeech” (or counter-narratives): content that is de-
signed to resist or contradict abusive or hateful content

∗Now at Genaios Safe AI.
†Now at Google DeepMind.

Figure 1: Counterspeech dynamics. (1) Perpetrator(s)
generate Hate Speech. This may be witnessed by ei-
ther targets and/or bystanders. (2) Counterspeaker(s)
respond with counterspeech, which may be directed
at the perpetrator(s), bystanders (e.g. to provide al-
ternative perspectives), or other targets (e.g. in sup-
port). Counterspeakers may themselves be targets or
bystanders, or could be members of organised counter-
speech groups. They can have in- or out-group identi-
ties with respect to either the perpetrator(s) or the tar-
get(s). Counterspeech is directed at recipients, who can
be one or more of (a) the perpetrator(s), (b) the target(s),
or (c) other bystanders. Both counterspeakers and tar-
gets can be individual or multiple (one-to-one, one-to-
many and so on).

(Benesch, 2014a; Saltman and Russell, 2014; Bartlett and
Krasodomski-Jones, 2015), also see Figure 1. Such coun-
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terspeech (as we will elaborate more fully below) is
an important potential tool in the fight against online
hate and abuse as it does not require any interventions
from the platform or from law enforcement, and may
contribute to mitigating the effects of abuse (Munger,
2017; Buerger, 2021b; Hangartner et al., 2021; Bilewicz
et al., 2021) without impinging on free speech. Several
civil organisations have used counterspeech to directly
challenge hate, and Facebook has launched campaigns
with local communities and policymakers to promote
accessibility to counterspeech tools.1 Similarly, Moon-
shot and Jigsaw implemented The Redirect Method,
presenting alternative counterspeech or counter videos
when users search queries that may suggest an inclina-
tion towards extremist content or groups.2

The detection and generation of counterspeech is
important because it underpins the promise of AI-
powered assistive tools for hate mitigation. Identifying
counterspeech is vital also for analytical research in the
area: for instance, to disentangle the dynamics of per-
petrators, victims and bystanders (Mathew et al., 2018;
Garland et al., 2020, 2022), as well as determining which
responses are most effective in combating hate speech
(Mathew et al., 2018, 2019; Chung et al., 2021a).

Automatically producing counterspeech is a timely
and important task for two reasons. First, composing
counterspeech is time-consuming and requires consid-
erable expertise to be effective (Chung et al., 2021b).
Recently, large language models have been able to pro-
duce fluent and personalised arguments tailored to user
expectations addressing various topics and tasks. Thus,
developing counterspeech tools is feasible and can pro-
vide support to civil organisations, practitioners and
stakeholders in hate intervention at scale. Second, by
partially automating counterspeech writing, such assis-
tive tools can lessen practitioners’ psychological strain
resulting from prolonged exposure to harmful content
(Riedl et al., 2020; Chung et al., 2021b).

However, despite the potential for counterspeech,
and the growing body of work in this area, the research
agenda remains a relatively new one, which also
suffers from the fact that it is divided into a number of
disciplinary silos. In methodological terms, meanwhile,
social scientists studying the dynamics and impacts
of counterspeech (e.g. Munger, 2017; Buerger, 2021b;
Hangartner et al., 2021; Bilewicz et al., 2021) often
do not engage with computer scientists developing
models to detect and generate such speech (e.g. Chung
et al., 2021c; Saha et al., 2022) (or vice versa). This
disconnection may increase the time and effort for
tackling online harms.

The aim of this review article is to fill this gap, by
providing a comprehensive, multi-disciplinary overview

1https://counterspeech.fb.com/en/
2https://moonshotteam.com/the-redirect-method/

of the field of counterspeech covering computer sci-
ence3 and the social sciences over the last ten years. We
make a number of contributions in particular. Firstly,
we outline a definition of counterspeech and a frame-
work for understanding its use and impact, as well as a
detailed taxonomy. Visualised in Figure 1, such a frame-
work helps delineate the interaction of hate speech and
responses within people involved in the conversations
(i.e. perpetrators, targets and bystanders). We review
research on the effectiveness of counterspeech, bring-
ing together perspectives on the impact it makes when
it is experienced. Thus, computer scientists can adeptly
approach counterspeech studies and develop effective
tools based on our analysis. We also analyse techni-
cal work on counterspeech, looking specifically at the
task of counterspeech generation, scalability, and the
availability and methodology behind different datasets.
Importantly, across all studies, we focus on commonal-
ities and differences between computer science and the
social sciences, including how the impact of counter-
speech is evaluated and which specific effect of hate
speech it best ameliorates.

We draw on our findings to discuss the challenges
and directions of open science (and safe AI) for on-
line hate mitigation. For computer scientists, we pro-
vide evidence-based recommendations for automatic
approaches to counterspeech tools using Natural Lan-
guage Processing (NLP). Similarly, for social scien-
tists, we set out future perspectives on interdisciplinary
collaborations with AI researchers on mitigating on-
line harms, including conducting large-scale analyses
and evaluating the impact of automated interventions.
Taken together, our work offers researchers, policy-
makers and practitioners the tools to further under-
stand the potentials of automated counterspeech for
online hate mitigation.

2 Background
Interest in investigating the social and computational
aspects of counterspeech has grown considerably in the
past five years. However, while extant work reviews the
impact of counterspeech on hate mitigation (Saltman
and Russell, 2014; Carthy et al., 2020; Buerger, 2021a),
none have systematically addressed this issue in combi-
nation with computational studies in order to synthe-
sise social scientific insights and discuss the potential
role of automated methods in reducing harms. Carthy
et al. (2020) present a focused (2016-2018) systematic re-
view of research into the impact of counter-narratives
on prevention of violent radicalisation. They cate-

3While most studies on computational approaches to counter-
speech included in this review adopt natural language processing
techniques, we use ‘computer science’ to broadly cover the research
field in which the studies are done.
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gorise the techniques employed in counter-narratives
into four groups: (1) counter-stereotypical exemplars
(challenging stereotypes, social schema or moral ex-
emplars), (2) persuasion (e.g., through role-playing and
emotion inducement), (3) inoculation (proactively re-
inforcing resistance to attitude change or persuasion),
and (4) alternative accounts (disrupting false beliefs by
offering different perspectives of events). The mea-
surements of counter-narrative interventions are based
on (1) intent of violent behaviour, (2) perceived sym-
bolic/realistic group threat (e.g., perception of an out-
group as dangerous), and (3) in-group favouritism/out-
group hostility (e.g., level of trust, confidence, discom-
fort and forgiveness towards out-groups). They argue
that counter-narratives show promise in reducing vi-
olent radicalisation, while its effects vary across tech-
niques, with counter-stereotypical exemplars, inocula-
tion and alternative accounts demonstrating the most
noticeable outcomes. Buerger (2021a) reviews the re-
search into the effectiveness of counterspeech, attempt-
ing to categorise different forms of counterspeech, sum-
marise the source of influences in abusive/positive be-
haviour change, and elucidate the reasons which drive
strangers to intervene in cyberbullying. Here, the im-
pact of counterspeech is mostly evaluated by the peo-
ple involved in hateful discussions, including hateful
speakers, audiences, and counterspeakers. In compar-
ison, we focus on what makes counterspeech effective
by comprehensively examining its use based on aspects
such as strategies, audience and evaluation.

On the computational side, some work reviews the
use of counterspeech in social media using natural lan-
guage processing, including work outlining counter-
speech datasets (Adak et al., 2022; Alsagheer et al.,
2022), discussing automated approaches to counter-
speech classification (Alsagheer et al., 2022) and gen-
eration (Chaudhary et al., 2021; Alsagheer et al., 2022),
and work focusing on system evaluation (Alsagheer
et al., 2022). However, NLP work from computer sci-
ences is not typically informed by important insights
from the social sciences, including the key roles of in-
tergroup dynamics, the social context in which coun-
terspeech is employed, and the mode of persuasion by
which counterspeech operates. Taking an interdisci-
plinary approach, we join work from the computer and
social sciences.

3 Review Methodology
Taking a multi-disciplinary perspective, we systemati-
cally review work on counterspeech from computer sci-
ence and the social sciences published in the past ten
years. To ensure broad coverage and to conduct a repro-
ducible review, we follow the systematic methodology
of Moher et al. (2009). The search and inclusion process

is shown in Figure 2.

Figure 2: Flow diagram showing the identification, eli-
gibility screening, and inclusion phases of the selection
of items analysed in this review.

We used keyword terms related to counter-
speech to search three key databases (ACL An-
thology, ArXiv, and Scopus) that together offer a
broad coverage of our target literature. We in-
cluded the search terms ‘counter-speech’, ‘counter-
narratives’, ‘counter-terrorism’, ‘counter-aggression’,
‘counter-hate’, ‘counter speech’, ‘counter narrative’,
‘countering online hate speech’, ‘counter hate speech’,
and ‘counter-hate speech’. We also included 34 pub-
lications that we had identified previously from other
sources, but that were not returned by keyword search
due to not including relevant keywords or not being in-
dexed in the target search repositories. The search cov-
ers the data within the period between 2005 and 2023.
Of the returned results, we include all publications that
concern (1) analysis of the use and effectiveness of in-
terventions against hateful or abusive language online,
(2) characteristics of counterspeech users or recipients,
or (3) data and/or implementation designed for coun-
terspeech (e.g., counterspeech classification or genera-
tion). These inclusion criteria were applied by two of
the authors. Following this process, we include 100 pa-
pers for analysis in this review. Each of the papers was
read by at least one of the co-authors of the article.

Our review is divided into several sections (the
results of which are presented sequentially below).
First, we examine definitional characteristics of coun-
terspeech, looking at how the term itself is defined,
how different taxonomies have been created to classify
different types of counterspeech, and the different
potential purposes attributed to it. Based on the defi-
nitional characteristics, we examine studies that have
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looked at the impact of counterspeech, discussing the
different analytical designs employed and analysing
evidence of the results. Following this, we discuss
computational approaches to counterspeech, focusing
in particular on both detection and generation. Finally,
we examine ethical issues in the domain of counter-
speech, and also speculate about future perspectives
and directions in the field.

4 Defining counterspeech
Counterspeech is multifaceted and can be char-
acterised in several different ways. In Table 1 we
outline a framework for describing and designing
counterspeech, covering who (speaker) sends what
kinds of messages (strategies) to whom (recipients),
and for what purpose (purpose). Using this structure,
we summarise how counterspeech has typically been
categorised in past studies.

Most studies in the field use one of three main
terms: counterspeech, counter-narratives (Reynolds and
Tuck, 2016; Carthy and Sarma, 2021; Tuck and Silver-
man, 2016; Iqbal et al., 2019) and hope speech (Snyder
et al., 2018). These three terms broadly refer to a similar
concept: content that challenges and rebuts hateful
discourse and propaganda (Saltman and Russell, 2014;
Bartlett and Krasodomski-Jones, 2015; Benesch et al.,
2016; Saltman et al., 2021; Garland et al., 2022) using
non-aggressive speech (Benesch et al., 2016; Reynolds
and Tuck, 2016; Schieb and Preuss, 2016). There are
some differences between the terms. Ferguson (2016)
considers counter-narratives as intentional strategic
communication within a political, policy, or military
context. Additionally, the term counter-narrative also
refers to narratives that challenge a much broader view
or category such as forms of education, propaganda,
and public information (Benesch et al., 2016). Such
counter-narratives are often discussed in the context
of the prevention of violent extremism. Hope speech,
meanwhile, could be seen as a particular type of coun-
terspeech: it promotes positive engagement in online
discourse to lessen the consequences of abuse, and
places a particular emphasis on delivering optimism,
resilience, and the values of equality, diversity and
inclusion (Chakravarthi, 2022). In this paper, we review
work that relates to all of these three concepts, and
largely make use of the catch-all term counterspeech,
while acknowledging the slight differences between
the concepts.

4.1 Classifying counterspeech
Researchers have identified a variety of different types
of counterspeech. Here, we outline four main ways in
which counterspeech can vary, in terms of the identity

of the counterspeaker, the strategies employed, the
recipient of the counterspeech and the purpose of
counterspeech.

Counterspeakers (who) Psychological studies
show that the identity of a speaker plays a key role in
how large an audience their message reaches and how
persuasive the message is. Common crucial factors
include group identity (such as race, religion, and
nationality), level of influence, and socioeconomic
status. For instance, counterspeech provided by users
with large numbers of followers and from an in-group
member is more likely to lead to changes in the
behaviour of perpetrators of hate (Munger, 2017).

Some studies characterise individuals who use
counterspeech and suggest that these users exhibit
different characteristics and interests than users who
spread hate (Mathew et al., 2018, 2019; Buerger, 2021b).
Through lexical, linguistic and psycholinguistic analy-
sis of users who generate hate speech or counterspeech
on Twitter, Mathew et al. (2018) find that counters-
peakers are higher in agreeableness, displaying traits
such as altruism, modesty, and sympathy, and display
higher levels of self-discipline and conscientiousness.
Possibly driven by a motive to help combat hate
speech, counterspeakers tend to use words related
to government, law, leadership, pride, and religion.
Regarding the impact of being a counterspeaker, in
an ethnographic study, members of a counterspeech
campaign reported feeling more courageous and keen
to engage in challenging discussions after expressing
opinions publicly (Buerger, 2021b).

Strategies (how) Counterspeech can take many
forms. Benesch et al. (2016) first identify eight types of
counterspeech used on Twitter: (1) presentation of facts,
(2) pointing out hypocrisy or contradiction, (3) warning
of consequences, (4) affiliation [i.e. establishing an emo-
tional bond with the perpetrators or targets of hate],
(5) denouncing, (6) humour/sarcasm, (7) tone [a tendency
or style adopted for communication, e.g., empathetic
and hostile], and (8) use of media. Based on this tax-
onomy, follow-up studies on counterspeech make mi-
nor modifications to cover strategies in a broader scope.
Mathew et al. (2018) analyzed and classified counter-
speech on Twitter, taking Benesch et al. (2016)’s tax-
onomy but dropping the use of media and adding hos-
tile language and positive tone, which replaces general
strategy tone. Similarly, Mathew et al. (2019) collected
and annotated counterspeech comments from Youtube,
adopting Benesch et al. (2016)’s taxonomy but exclud-
ing tone and adding positive tone, hostile language and
miscellaneous. Chung et al. (2019) collaborated with
NGOs to collect manually written counterspeech. For
data annotation, they followed the taxonomies pro-

Northern European Journal of Language TechnologyVol. 10, 2024 33



Understanding Counterspeech for Online Harm Mitigation

Aspects Description
Speaker Who is the counterspeaker? What is the social identity and status of the counterspeaker?
Strategy Which linguistic and rhetorical methods are used in the counterspeech? Which emotions or attitudes

are expressed towards the hateful content?
Recipient Who is the target audience? Are they hate speakers, targets of hate, or bystanders?
Purpose What is the aim of disseminating counterspeech?

Table 1: Framework for describing and designing counterspeech.

vided by Benesch et al. (2016) and Mathew et al. (2019),
while adding counter question and discarding the use of
media. Counterspeech examples for each strategy are
provided in Table 2.

Counterspeech recipients (whom) Depending on
the purpose of the counterspeech, the target audience
may be perpetrators, victims or bystanders (see Figure
1). Identifying the appropriate target audience or ‘Mov-
able Middle’ is crucial to maximise the efficacy of coun-
terspeech. Movable middle refers to individuals who do
not yet hold firm opinions on a topic and can hence be
potentially open to persuasion. They are also receptive
to arguments and more willing to listen. These individ-
uals often serve as ideal recipients of messages address-
ing social issues such as vaccination hesitancy (Litaker
et al., 2022). In the context of counterspeech, previous
studies show that a small group of counterspeakers can
shape online discussion when the audience holds mod-
erate views (Schieb and Preuss, 2016; Buerger, 2021b).

Wright et al. (2017) group counterspeech acts into
four categories based on the number of people involved
in the discussion: one-to-one, one-to-many, many-to-
one, or many-to-many. Some successful cases where
counterspeech induces favourable changes in the dis-
course happen in a one-to-one discussion. This allows
for dedicated opinion exchange over an ideology, which
in some cases even yields long-lasting changes in be-
liefs. The use of hashtags is a good example of one-to-
many and many-to-many interaction where conversa-
tions surge quickly (Benesch et al., 2016; Wright et al.,
2017). For instance, Twitter users often include hash-
tags to express support (e.g., #BlackLivesMatter) or dis-
agreement with haters (e.g., #StopHate) to demonstrate
their perspective.

The purpose of counterspeech Hateful language
online can serve to reinforce prejudice (Citron and Nor-
ton, 2011), encourage further division, promote power
of the ingroup, sway political votes, provoke or justify
offline violence, and psychologically damage targets of
hate (Jay, 2009). Just as the effects of hate are wide-
ranging, counterspeech may be used to fulfil a variety
of purposes.

• Changing the attitudes and behaviours of per-

petrators In directly challenging hateful language, one
key aim of counterspeech can be to change the at-
titudes of the perpetrators of hate themselves. The
strategy here is often to persuade the perpetrator that
their attitudes are mistaken or unacceptable, and to de-
construct, discredit or delegitimise extremist narratives
and propaganda (Reynolds and Tuck, 2016). Counter-
speech aimed at changing the attitudes of spreaders of
hate may address the hate speaker directly, countering
claims with facts or by employing empathy and affil-
iation. Challenging attitudes is often seen as a step-
ping stone to altering behaviours (Stroebe, 2008). In at-
tempting to change the minds of perpetrators, counter-
speakers ultimately hope to discourage associated be-
haviours such as sharing such content again in the fu-
ture or showing support for other hateful content (i.e.,
stopping the spread of hate). In changing the minds of
perpetrators, counterspeakers may also hope to prevent
them from engaging in more extreme behaviours such
as offline violence.

• Changing the attitudes and behaviours of by-
standers More commonly, counterspeech is initiated
with the intention of reaching the wider audience of
bystanders rather than perpetrators of hate themselves
(Buerger, 2022). These bystanders are not (at least yet)
generating hateful language themselves, but rather are
people exposed to hateful content either incidentally
or by active engagement. Here, counterspeakers hope
to persuade bystanders that the hateful content is
wrong or unacceptable, again by deconstructing and
delegitimising the hateful narrative. The strategy here
may be to offer facts, point out hypocrisy, denounce
the content, or use humour to discredit the speaker.
Additionally, counterspeakers will often invoke empa-
thy for targets of hate. In preventing bystanders from
forming attitudes and opinions in line with the hateful
narrative, counterspeakers hope to mitigate further
intergroup division and related behaviours such as
support for or engagement with additional abuse or
physical violence. Counterspeakers may also hope
to encourage others to generate rebutals and rally
support for victims (Benesch, 2014a), bringing positive
changes in online discourse.

• Showing support for targets of hate A third key
way in which counterspeech functions is to show
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Strategy Example
Facts Actually, studies show that on the whole migrants contribute more to public finances than they

take out, see this article for example.
Hypocrisy Immigrants stealing British resources? A bit rich given how much was stolen from colonies by

the British Empire.
Consequences Spreading hateful content is illegal. Police will knock on your door.
Affiliation As a British national, I know life is hard here right now. But I assure you that your unemploy-

ment is not the fault of immigrants.
Denouncing Stop with the racist and derogatory slurs. It’s unacceptable to talk this way.
Counter questions Do you have a problem with all immigrants or only ones from lower income countries? Are

you suggesting we have enough qualified and willing British born workers to fill all the jobs?
Humour You should think about how the Spanish feel next time you go on holiday to Costa Del Sol

(laughing emoji)?
Positive tone Immigrants strengthen UK society in so many ways - greater diversity, skillsets and innovation

to name a few! And no way our NHS could function without the immigrant workforce.

Table 2: Synthetic examples of different counterspeech strategies in response to an example of abuse against immi-
grants. Here the abuse example is: ‘Immigrants are invading and stealing our resources’.

support directly to targets of hate. Online abuse
can psychologically damage the wellbeing of targets
and leave them feeling fearful, threatened, and even
in doubt of their physical safety (Benesch, 2014b;
Leader Maynard and Benesch, 2016; Saha et al., 2019;
Siegel, 2020). By challenging such abuse, counters-
peakers can offer support to targets and encourage
bystanders to do the same (Buerger, 2021b). This
support aims to alleviate negative emotion brought on
by hate by demonstrating to targets that they are not
alone and that many people do not hold the attitudes
of the perpetrator. Here the particular strategies may
be to denounce the hate and express positive sentiment
towards the target group. Intergroup solidarity may in
turn reduce retaliated antagonism.

5 The Impact of Counterspeech
While we have delineated the characteristics of coun-
terspeech, its concrete effects on harm mitigation re-
main debated. The methods applied for evaluating
the effectiveness of counterspeech vary considerably
across studies in the field. In this section we provide
an evidence-based analysis of counterspeech’s efficacy,
examining how it is used in real-life scenarios and its
influence based on eight aspects.

Research design A wide range of methodologies
have been adopted to assess the impact of coun-
terspeech on hate mitigation, including observational
studies (Ernst et al., 2017; Stroud and Cox, 2018; Gar-
land et al., 2022), experimental (Munger, 2017; Ober-
maier et al., 2021; Hangartner et al., 2021) and quasi-
experimental designs (Bilewicz et al., 2021). In obser-
vational studies, investigators typically assess the rela-

tionship between exposure to counterspeech and out-
come variables of interest without any experimental
manipulation. For instance, a longitudinal study of Ger-
man political conversations on Twitter examined the
interplay between organized hate and counterspeech
groups (Garland et al., 2022). There is also an ethno-
graphic study interviewing counterspeakers on Face-
book to understand external and internal practices for
collectively intervening in hateful comments, such as
how to build effective counterspeech action and keep
counterspeakers engaged (Buerger, 2021b). For exper-
imental and quasi-experimental designs, both aim at
estimating the causal effects of exposure to different
kinds of counterspeech on outcome variables in com-
parison with controls (no exposure to counterspeech).

Languages and countries In the reviewed work, the
impact of counterspeech is investigated in five differ-
ent languages across nine countries. Notably, exper-
iments are focused on counterspeech used in Indo-
European languages such as English (USA, UK, Canada
and Ireland), German (Germany), Urdu (Pakistan) and
Swedish (Sweden). Only two studies are dedicated to
Afro-Asiatic languages, Arabic (Egypt and Iraq). We
did not find research dedicated to other language fam-
ilies, suggesting that the language coverage of counter-
speech studies is still low.

Platforms Most experiments were conducted on
text-based social media platforms, such as eight on
Twitter (Benesch et al., 2016; Reynolds and Tuck, 2016;
Silverman et al., 2016; Stroud and Cox, 2018; Munger,
2017; Hangartner et al., 2021; Poole et al., 2021; Gar-
land et al., 2022), six on Facebook (Reynolds and Tuck,
2016; Silverman et al., 2016; Schieb and Preuss, 2016;
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Leonhard et al., 2018; Saltman et al., 2021; Buerger,
2021b), and one on Reddit (Bilewicz et al., 2021), as
well as image-based online spaces, such as three on
Youtube (Reynolds and Tuck, 2016; Silverman et al.,
2016; Ernst et al., 2017) and one on Instagram (Stroud
and Cox, 2018). Often, the counterspeech interven-
tions are directly monitored on such platforms, but in
some cases, fictitious platforms are created in order to
mimic online social activity under a controlled environ-
ment (Obermaier et al., 2021; Carthy and Sarma, 2021;
Bélanger et al., 2020). There are three studies analysing
the impact of counterspeech across multiple platforms
(Reynolds and Tuck, 2016; Silverman et al., 2016; Stroud
and Cox, 2018).

Twitter and Facebook are widely used for measur-
ing the effects of counterspeech, with eight and six
experiments respectively. For Twitter, this can be ex-
plained by its easily accessible API (even if at the time
of writing continued research access to the API was in
doubt). Similarly, because of difficulties in gathering
data, Schieb and Preuss (2016) resort to developing an
agent-based computational model for simulating hate
mitigation with counterspeech on Facebook. It is worth
highlighting that none of the studies we reviewed had
investigated recently popular mainstream platforms,
such as Tiktok, Weibo, Telegram, and Discord.

The target of hate speech Abusive speech can be
addressed towards many different potential targets,
and each individual hate phenomenon may require
different response strategies for maximum effective-
ness. Existing studies have evaluated the effectiveness
of counterspeech on several hate phenomena, with Is-
lamophobia, Islamic extremism, and racism being the
most commonly addressed, while hate against LGBTQ+
community and immigrants being the least studied.
In these studies, abusive content is typically identi-
fied based on two strategies - hateful keyword matches
(Hangartner et al., 2021; Bilewicz et al., 2021), or user
accounts (e.g., content produced by known hate speak-
ers) (Garland et al., 2022).

Types of interventions A wide range of methods
are exploited to design and surface counterspeech mes-
sages to a target audience. We broadly categorise these
methods based on modality and approach to creation.
Counter speech is generally conveyed in text (Bélanger
et al., 2020; Hangartner et al., 2021; Poole et al., 2021)
or video mode (Ernst et al., 2017; Saltman et al., 2021;
Carthy and Sarma, 2021). In both cases, counterspeech
materials can be created in three different ways: writ-
ten by experimenters as stimuli (Obermaier et al., 2021;
Carthy and Sarma, 2021), as well as written by individ-
uals or campaigns that are collected from social me-
dia platforms (Benesch et al., 2016; Garland et al., 2022;

Buerger, 2021b). We also found one study integrating
counterspeech messages in media such as films, TV dra-
mas and movies (Iqbal et al., 2019).

Counterspeech strategies Following the strategies
summarised in Section 4.1, commonly used counter-
speech strategies include facts (Buerger, 2021b; Ober-
maier et al., 2021), denouncing (Stroud and Cox,
2018; Saltman et al., 2021), counter-questions (Silver-
man et al., 2016; Reynolds and Tuck, 2016; Saltman
et al., 2021), and a specific tone (humour or empathy)
(Reynolds and Tuck, 2016; Munger, 2017; Hangartner
et al., 2021; Saltman et al., 2021). There are more fine-
grained tactics for designing counterspeech in social
science experiments. According to psychological stud-
ies, the use of social norms can reduce aggression and
is closely related to legal regulation in society (Bilewicz
et al., 2021). This tactic was tested in an interven-
tion study where participants were exposed to coun-
terspeech with one of the inducements of empathy,
descriptive norms (e.g., Let’s try to express our points
without hurtful language) and prescriptive norms (e.g.,
Hey, this discussion could be more enjoyable for all if
we would treat each other with respect.) (Bilewicz et al.,
2021). Bélanger et al. (2020) designed counterspeech
based on substances rather than tactics, varying three
different narratives: (1) social (seeking to establish a
better society), (2) political (bringing a new world or-
der through a global caliphate), and (3) religious (le-
gitimising violence based on religious purposes). Con-
sidering broader counterspeech components, a few or-
ganisations further focus on challenging ideology (e.g.,
far-right and Islamist extremist recruitment narratives),
rather than deradicalising individuals (Silverman et al.,
2016; Saltman et al., 2021). Counterspeech drawing
from personal stories in a reflective or sentimental tone
is also considered as it can resonate better with target
audiences (Silverman et al., 2016). In addition to neutral
or positive counterspeech, radical approaches are taken
by counter-objecting, degrading or shaming perpetra-
tors in public for unsolicited harmful content (Stroud
and Cox, 2018; Obermaier et al., 2021).

Types of evaluation metrics Based on Reynolds
and Tuck (2016)’s counterspeech Handbook, we iden-
tified the following three types of metrics used by
the authors of the papers to evaluate the effective-
ness of counterspeech interventions: social impact, be-
havioural change, and attitude change measures.

• Social impactmetrics are (usually automated) mea-
surements of how subjects interact with counterspeech
online. Such measures include, bounce rate, exit rate,4

4Bounce rate is the number of users who leave a website without
clicking past the landing page; exit rate measures how many people
leave the site from a given section (Reynolds and Tuck, 2016).
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geo-location analysis and the numbers of likes, views,
and shares that posts receive (Garland et al., 2020;
Hangartner et al., 2021; Poole et al., 2021; Reynolds and
Tuck, 2016; Leonhard et al., 2018; Saltman et al., 2021;
Silverman et al., 2016). For example, for one of their
experiments, Saltman et al. (2021) measure the ‘click-
through rates’ of Facebook users redirected from hate-
ful to counterspeech materials, while Hangartner et al.
(2021) measure retweets and deletions (in addition to
behavioural change measures).

Social impact measures are also applied to syn-
thetic data by Schieb and Preuss (2016), who measure
the ‘likes’ of their (simulated) participants as hate and
counterspeech propagate through a network (as well
as applying behavioural metrics). Taking a more dis-
tant, long-term view, Iqbal et al. (2019) cite Egypt’s
overall success at countering radicalisation with coun-
terspeech campaigns by comparing its position on the
Global Terrorism Index with that of Pakistan.

While the majority of these measurements are au-
tomated, Leonhard et al. (2018) use survey questions to
examine participants willingness to intervene against
hate speech depending on the severity of the hate, the
number of bystanders, and the reactions of others. Un-
like the survey-based approaches described below, they
do not consider changes in attitude. In addition, Buerger
(2021b) assess the success of the #jagärhär counter-
speech campaign (#iamhere in English, a Sweden-based
collective effort that has been applied in more than 16
countries) based on the extent to which it has facilitated
the emergence of alternative perspectives.

• Behavioural changemeasures reveal whether sub-
jects change their observable behaviour towards vic-
tims before and after exposure to counterspeech, for ex-
ample in the tone of their language as measured with
sentiment analysis.

For instance, Hangartner et al. (2021) conduct sen-
timent analysis to determine the behaviour of previ-
ously xenophobic accounts after treatment with coun-
terspeech, Bilewicz et al. (2021) measure levels of ver-
bal aggression before and after interventions, and Gar-
land et al. (2020) assess the proportion of hate speech
in online discourse before and after the intervention of
an organised counterspeech group. Other such mea-
sures are those of Saltman et al. (2021), who compare
the number of times users that violate Facebook poli-
cies before and after exposure to counterspeech, and
Munger (2017), who examine the likelihood of Twitter
users continuing to use racial slurs following sanctions
by counterspeakers of varying status and demograph-
ics. And in a network simulation experiment, Schieb
and Preuss (2016) measure the effect of positive or neg-
ative (synthetic) posts on (synthetic) user behaviour.

• Attitude change measures are used to assess

whether people (hate/counter speakers or bystanders)
change their underlying attitudes or intentions through
non-automated methods such as interviews, surveys,
focus groups, or qualitative content analysis.

For potential hate speech perpetrators, Carthy and
Sarma (2021) use psychological testing to measure
the extent to which participants legitimized violence
after exposure to differing counterspeech strategies,
Bélanger et al. (2020) compare support for ISIS and
other factors using in participants exposed to differing
counterspeech strategies and a control group, and Ernst
et al. (2017) code user comments on hate and counter-
speech videos to perform qualitative content analysis
of users’ attitudes.

For bystanders that may be potential counterspeak-
ers, Obermaier et al. (2021) use a survey to examine
whether counterspeech leads to increased intentions to
intervene. And for those already engaged in counter-
speech, Buerger (2021b) conduct interviews with mem-
bers of an organised group to reveal their perceptions
of the efficacy of their interventions.

Effectiveness Owing to the variation in experimen-
tal setups, aims, and evaluation methods of the coun-
terspeech efforts we review, it is not straightforward to
compare their levels of success. Indeed, several of the
studies concern broad long-term goals that cannot be
easily evaluated at all (e.g. Reynolds and Tuck, 2016;
Silverman et al., 2016) or provide only anecdotal evi-
dence (e.g. Benesch et al., 2016; Stroud and Cox, 2018;
Buerger, 2021b).

Beyond this, evidence of successful counterspeech
forms a complex picture. For example, Garland et al.
(2022) show that organised counterspeech is effective,
but can produce backfire effects and actually attract
more hate speech in some circumstances. They also
show that these dynamics can alter surrounding soci-
etal events—although they do not make causal claims
for this. Similarly, Ernst et al. (2017) find mixed results,
with counterspeech encouraging discussion about hate
phenomena and targets in some cases, but also leading
to increases in hateful comments. However, Silverman
et al. (2016) suggest that even such confrontational ex-
changes can be viewed as positive signs of engagement.

There is some evidence for the comparative efficacy
of different counterspeech strategies. Bilewicz et al.
(2021) find that three of their intervention types (‘dis-
approval’, ‘abstract norm’, ‘empathy’) are effective in
reducing verbal violence when compared with no in-
tervention at all. Here, empathy had the weakest ef-
fect, which they put down to the empathetic messages
being specific to particular behaviours, limiting their
capacity to modify aggression towards wider targets.
Hangartner et al. (2021) also found that empathy-based
counterspeech can consistently reduce hate speech, al-
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though this effect is small. And Carthy and Sarma
(2021) found that counterspeech that seeks to correct
false information in the hate speech actually leads to
higher levels of violence legitimisation, while having
participants actively counter terrorist rhetoric them-
selves (‘Tailored Counter-Narrative’) was the most ef-
fective strategy to reduce this. They found counter-
speech to be more effective on participants that are al-
ready predisposed to cognitive reflection. However, fo-
cusing on the effect of factual correction on the vic-
tims rather than perpetrators of hate speech, Ober-
maier et al. (2021) found it to be effective in provid-
ing support and preventing them from hating back and
therefore widening the gap between groups.

There is also some evidence that the numbers of the
different actors involved in a counterspeech exchange
can affect an intervention’s success. Schieb and Preuss
(2016) find that counterspeech can impact the online
behaviour of (simulated) bystanders, with the effec-
tiveness strongly influenced by the proportions of hate
and counter speakers and neutral bystanders. Accord-
ing to their model, a small number of counterspeakers
can be effective against smaller numbers of hate speak-
ers in the presence of larger numbers of people lack-
ing strong opinions. Saltman et al. (2021) found their
counterspeech strategies to be effective only for higher
risk individuals within the target populations, although
they did not see any of the potential negative effects
of counterspeech (such as increased radicalisation) re-
ported elsewhere.

Focusing on who in particular delivers counter-
speech, Munger (2017) finds that success of coun-
terspeech depends on the identity and status of the
speaker. However, with only a small positive effect,
Bélanger et al. (2020) found that the content of coun-
terspeech was more important than the source. And
Garland et al. (2022) found that, while organised coun-
terspeech can be effective, the efforts of individuals can
lead to increases in hate speech. In Buerger (2021b),
members of #jagärhär claim that their counterspeech
interventions were successful in making space for al-
ternative viewpoints to hate speech.

6 Computational Approaches to
Counterspeech

In this section, we switch the focus to look at NLP litera-
ture on counterspeech emerging from the field of com-
puter science. We tackle three subjects in particular:
the datasets being used in these studies, approaches to
counterspeech detection, and approaches to counter-
speech generation.

6.1 Counterspeech Datasets
Collection strategies Approaches for counter-
speech collection focus on gathering two different
kinds of datasets: spontaneously produced comments
crawled from social media platforms, and deliberately
created responses aiming to contrast hate speech.
In the first case, content is retrieved based on key-
words/hashtags related to targets of interest (Mathew
et al., 2018; Vidgen et al., 2020; He et al., 2022; Vid-
gen et al., 2021) or from pre-defined counterspeech
accounts (Garland et al., 2020). In principle, due to
the easily accessible API required for data retrieval,
the majority of datasets are collected from social
media platforms including Twitter (Mathew et al., 2018;
Procter et al., 2019; Garland et al., 2020; Kennedy et al.,
2020; Vidgen et al., 2020; He et al., 2022; Goffredo et al.,
2022; Toliyat et al., 2022; Lin et al., 2022), and only a
few are retrieved from Youtube (Mathew et al., 2019;
Kennedy et al., 2020; Priyadharshini et al., 2022) and
Reddit (Kennedy et al., 2020; Vidgen et al., 2021; Lee
et al., 2022; Yu et al., 2022), respectively (though again
it is worth noting that at the time of writing the Twitter
API was starting to become a lot less accessible). To
find the best strategy for collecting online content,
Möhle et al. (2023) compare the keywords-matching
method with automated filtering using a multilingual
model fine-tuned on English data for German counter-
speech collection. They found neither strategy helped
curate significantly more counterspeech compared to
a random sampling baseline.

In the second category, counterspeech is written
by crowd workers (Qian et al., 2019) or operators
expert in counterspeech writing (Chung et al., 2019,
2021c). While such an approach is expected to offer
relatively controlled and tailored responses, writing
counterspeech from scratch is time-consuming and
requires human effort. To address this issue, advanced
generative language models are adopted to automat-
ically produce counterspeech (Tekiroğlu et al., 2020;
Fanton et al., 2021; Bonaldi et al., 2022), as we will
discuss further below.

Granularity and languages Regarding granularity
of taxonomies, most existing datasets provide binary
annotation (counterspeech/non-counterspeech) (Gar-
land et al., 2020; Vidgen et al., 2020; He et al., 2022; Vid-
gen et al., 2021), while three datasets feature annota-
tions of the types of counterspeech (Mathew et al., 2018,
2019; Chung et al., 2019). Recently, Yu et al. (2023) pro-
pose a taxonomy that distinguishes the target of coun-
terspeech (i.e. whether the counterspeech addresses
the hateful content or the author of the hateful com-
ment) and identifies the argument components in the
counterspeech (i.e. logical arguments and appealing to
emotion). In terms of hate incidents, datasets are avail-
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able for several hate phenomena such as Islamophobia
(Chung et al., 2019) and East Asian prejudice during
the COVID-19 pandemic (Vidgen et al., 2020; He et al.,
2022). The aforementioned datasets are mostly col-
lected and analyzed at the level of individual text, not
at discourse or conversations (e.g., multi-turn dialogues
(Bonaldi et al., 2022)). Most of the datasets are in En-
glish, while only a few target multilinguality, including
Italian (Chung et al., 2019; Goffredo et al., 2022), French
(Chung et al., 2019), Spanish (Vallecillo-Rodrı́guez et al.,
2023), German (Garland et al., 2020; Möhle et al., 2023),
and Tamil (Priyadharshini et al., 2022).

6.2 Approaches to Counterspeech De-
tection

Previous work on counterspeech detection has focused
on binary classification (i.e. whether a text is coun-
terspeech or not) (Vidgen et al., 2020; Garland et al.,
2022; He et al., 2022) or identifying the types of counter-
speech as a multi-label task (Mathew et al., 2018; Gar-
land et al., 2020; Chung et al., 2021a; Goffredo et al.,
2022). Automated classifiers are developed to anal-
yse large-scale social interactions of abuse and coun-
terspeech addressing topics such as political discourse
(Garland et al., 2022) and multi-hate targets (Mathew
et al., 2018). Moving beyond monolingual study, Chung
et al. (2021a) evaluate the performance of pre-trained
language models for categorising counterspeech strat-
egy for English, Italian and French in monolingual, mul-
tilingual and cross-lingual scenarios.

6.3 Approaches to Counterspeech Gen-
eration

Various methodologies have been put forward for the
automation of counterspeech generation (Qian et al.,
2019), addressing various aspects including the efficacy
of a hate countering platform (Chung et al., 2021b),
informativeness (Chung et al., 2021c), multilinguality
(Chung et al., 2020), politeness (Saha et al., 2022), and
grammaticality and diversity (Zhu and Bhat, 2021).
These methods are generally centred on transformer-
based large language models (e.g., GPT-2 (Radford et al.,
2019)). By testing various decoding mechanisms using
multiple language models, Tekiroğlu et al. (2022) find
that autoregressive models combined with stochastic
decoding yield the optimal counterspeech generation.
In addition to tackling hate speech, there are studies in-
vestigating automatic counterspeech generation to re-
spond to trolls (Lee et al., 2022) and microagressions
(Ashida and Komachi, 2022).

Evaluation of counterspeech generation Assess-
ing counter speech generation is complex and challeng-

ing due to the lack of clear evaluation criteria and ro-
bust evaluation techniques.

Previous work evaluates the performance of coun-
terspeech systems via two aspects: automatic met-
rics and human evaluation. Automatic metrics, gen-
erally, evaluate the generation quality based on crite-
ria such as linguistic surface (Papineni et al., 2002; Lin,
2004), novelty (Wang and Wan, 2018), and repetitive-
ness (Bertoldi et al., 2013; Cettolo et al., 2014). De-
spite being scalable, these metrics are uninterpretable
and can only infer model performance according to
references provided (e.g., dependent heavily on exact
word usage and word order) and gathering an exhaus-
tive list of all appropriate counterspeech is not feasi-
ble. For this reason, such metrics cannot properly cap-
ture model performance, particularly for open-ended
tasks (Liu et al., 2016; Novikova et al., 2017) including
counterspeech generation. As a result, human evalua-
tion is heavily employed based on aspects such as suit-
ableness, grammatical accuracy and relevance (Chung
et al., 2021c; Zhu and Bhat, 2021). Despite being trusted
and high-performing, human evaluation has inherent
limitations such as being costly, difficult (e.g., evaluator
biases and question formatting), and time-consuming
(both in terms of evaluation and moderator training),
and can be inconsistent and inflict psychological harm
on the moderators.

The effectiveness of counterspeech generations
should be also carefully investigated ‘in-the-wild’ to
understand its social media impact, reach of content,
and the dynamics of hateful content and counter-
speech (see Section 5). This line of research is limited.
The closest work to this research space is by Zheng
et al. (2023) that identifies the characteristics of good
counterspeech in terms of the quality and effectiveness
and user preference for machine-generated counter-
speech through a survey. Based on 29 subjects (i.e.
bystanders) evaluating 60 pseudo-threads on Twitter
(at the time of experiments), they conclude that clear
and direct responses with thorough explanations are
mostly preferred by users.

Potentials and limits of existing generative mod-
els We believe that in some circumstances counter-
speech may be a more appropriate tool than content
moderation in fighting hate speech as it can depolarise
discourse and show support to victims. However, au-
tomatic counterspeech generation is a relatively new
research area. Recent progress in natural language
processing has made large language models a popu-
lar vehicle for generating fluent counterspeech. How-
ever, counterspeech generation currently faces several
challenges that may constrain the development of ef-
ficient models and hinder the deployment of hate in-
tervention tools. Similar to the use of machine transla-
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tion and email writing tools, we advocate that counter-
speech generation tools should be deployed as sugges-
tion tools to assist in hate countering activity (Chung
et al., 2021c,b).

• Faithfulness/Factuality in generation Language
models are repeatedly reported to produce plausi-
ble and convincing but not necessarily faithful/factual
statements (Solaiman et al., 2019; Zellers et al., 2019;
Chung et al., 2021c). We refer to faithfulness as being
consistent and truthful in adherence to the given source
(i.e. model inputs) (Ji et al., 2023). Such unfaithful/non-
factual generation is particularly intolerable for coun-
terspeech generation as it can create unwanted con-
sequences or elicit hatred. Many attempts have been
made to mitigate this issue (Ji et al., 2023) such as cor-
recting unfaithful data (Nie et al., 2019) and measur-
ing faithfulness of generated outputs (Dušek and Kas-
ner, 2020; Zhou et al., 2021). For the task of coun-
terspeech generation, Chung et al. (2021c) present the
first knowledge-bound generation pipeline consisting
of a knowledge retrieval module that retrieves relevant
knowledge to the context of hate speech and a genera-
tion module that generates a counterspeech response.
Following this approach, Jiang et al. (2023) employ a
retrieval-augmented unsupervised generation method
that refines retrieved knowledge based on stance con-
sistency and semantic overlap for hate speech and al-
lows for generation without gold-standard data. In a
similar vein, Furman et al. (2023) prompt large language
models with argumentative information in hate speech
to enhance the quality of counterspeech generation and
show that this approach is especially beneficial for low-
resource scenarios. To facilitate reliable counterspeech
generation applications, we encourage reporting the
faithfulness/factuality of models.

• Toxic degeneration and debiasing Language mod-
els can also induce unintendedly biased and/or toxic
content, regardless of whether explicit prompts are
used (Dinan et al., 2022). In the use case of coun-
terspeech generation, this can result in harm to vic-
tims and bystanders as well as risking provoking per-
petrators into further abusive behaviour. This issue has
been mitigated by two approaches: data and modelling.
The data approach aims at creating proper datasets
for fairness by removing undesired and biased con-
tent (Blodgett et al., 2020; Raffel et al., 2020). The
modelling approach focuses on controllable generation
techniques that, for instance, employ humans for post-
editing (Tekiroğlu et al., 2020) and detoxification tech-
niques (Gehman et al., 2020). Another line of research
emphasises that implicit stereotypical beliefs or biases
from hateful content should be addressed in counter-
speech generation (Mun et al., 2023; Akazawa et al.,
2023). For instance, Akazawa et al. (2023) tune large lan-

guage models to infer implicit biases from hate speech
and found that such extra information helps improve
generation quality.

• Diversity, Generalisation and Specialisation
With the rise of online hate, models that can generalize
across domains would help produce counterspeech in-
volving new topics and events, while it may come with
the cost of losing specificity. Generalisable methods
can ameliorate the time and manual effort required for
collecting and annotating data. However, as discussed
in Section 5, counterspeech is multifaceted and contex-
tualised. For instance, abuse against women can often
be expressed in a more subtle form as microaggressions.
Specific and diverse responses to hateful or prejudiced
language are often preferred as they can provide coher-
ent discourse relations and potential connection with
personal events (Finnegan et al., 2015). In a user study
comparing model-generated and human-written coun-
terspeech, Mun et al. (2023) show that humans prefer
and use more specific strategies targeting stereotypi-
cal statements when countering hate while models tend
to produce less convincing arguments according to an-
notators. To produce more specific responses, Hassan
and Alikhani (2023) show that grounding generation in
context using discourse-augmented prompting strate-
gies results in contextual, diverse and accurate counter-
speech. Similarly, Gupta et al. (2023) propose to guide
generation based on five intents (informative, question,
denouncing, humour, and positive) for generating di-
verse counterspeech. To address the generalisation ca-
pabilities of large language models for counterspeech
generation, Bonaldi et al. (2023) introduce attention-
based regularisation techniques that help contextualise
token representations (i.e. include broader hate speech
context) and guide models to focus on specific atten-
tion distributions (e.g. use words related to minor-
ity targets). There may not be a one-size-fits-all solu-
tion. Overall, model generalisability is still challenging
(Fortuna et al., 2021; Yin and Zubiaga, 2021), and can
have potential limitations (Conneau et al., 2020; Berend,
2022). Finding the right trade-off between generalisa-
tion and specialisation is key.

7 Future Perspectives

Of the many promising abuse intervention experi-
ments that we review, results are not always consistent,
demonstrating weak claims or limited success (applica-
ble only to certain settings). Possible reasons include
short-term experiments, small sample sizes and non-
standardised experimental designs. To improve this, ef-
fective interventions should come with the characteris-
tics of scalability, durability, reliability, and specificity.
In this section, we highlight key distinctions and over-
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laps across areas that have and have not been explored
in social sciences and computer science, discuss ethical
issues related to evaluating counterspeech in real-life
settings and automating the task of counterspeech gen-
eration, and identify best practices for future research.

Distinctions and overlaps across areas By recog-
nizing the commonalities and differences between so-
cial sciences and computer science, we pinpoint the
unique contributions of each discipline and encour-
age interdisciplinary collaborations to address complex
societal challenges and better understand human be-
haviour with the help of computational systems.

• Terminological clarity Throughout the counter-
speech literature, terminology is used inconsistently.
Terms such as counterspeech and counter-narratives
are often used interchangeably or used to refer to sim-
ilar concepts. In social science, counterspeech is used
to refer to content that disagrees with abusive dis-
courses and counter-narratives often entail criticism of
an ideology with logical reasoning. As a result, counter-
narrative stimuli designed in social experiments are
generally long form (Bélanger et al., 2020). In com-
puter science on the other hand, the distinctions be-
tween counterspeech and counter-narratives have been
vague, and training data is generally short form (while
this may be bound by character limit on social media
platforms). For instance, short and generic responses
such as ‘How can you say that about a faith of 1.6 billion
people?’ can be commonly found in counter-narrative
datasets (Chung et al., 2019).

• The focus of evaluation Social scientists and
counterspeech practitioners generally attempt to
understand and assess the impact of counterspeech
on reducing harms (e.g., which strategies are effec-
tive and public perception towards counterspeech),
whereas computer scientists focus more on technical
exploration of automated systems and testing their
performance in producing counterspeech (e.g., com-
paring system outputs with a pre-established ground
truth or supposedly ideal output). One commonality
between the social science and computer science
studies is that most findings are drawn from controlled
and small-scale studies. Applying interventions to
real-world scenarios is a critical next step.

• Datasets Dataset creation is an important compo-
nent in computer science for developing machine learn-
ing models for generating counterspeech, while such
contributions are less commonly considered in social
sciences which rely on experiments using hand-crafted
stimuli and one-time analyses of their effectiveness.

• Scope of research We observe that, while computer
scientists have focused on responses to abusive lan-

guage and hate speech, social science studies address a
wider range of phenomena, in particular radicalisation
and terrorist extremism. It can be difficult to measure
the effectiveness of counterspeech in challenging these
over the short term, leading to some of the differences
in evaluation metrics across disciplines.

• Lack of standardised methodologies A variety
of methodologies have been adopted in the literature,
making comparisons across studies difficult. Without
standardised evaluations, it is difficult to situate the re-
sults and draw robust findings.

Ethical Issues, Risks and Challenges of Conduct-
ing Counterspeech Studies Effective evaluation of
counterspeech not only identifies users who may need
help, but also safeguards human rights and reinforces a
stronger sense of responsibility in the community. This
discussion is based on the authors’ opinion and not
stemming from the review.

• Evaluating counterspeech in real-life settings
Conducting the evaluation of counterspeech in real-
world scenarios appears to provide a proactive and
quick overview of its performance on hate mitigation.
Nevertheless, the best ways to approach this remains
an open question. For instance, one side argues about
the morality of exposing participants to harm, while
another points to the importance of internet safety.
Exercising counterspeech can offer mitigation of online
abuse in good faith and there are legal groundings that
can potentially be applied to encourage such an action.
As an example, Good Samaritan laws provide indem-
nity to people who assist others in danger (Smits, 2000).
These safeguards aim to ensure that individuals are
not hesitant to help others in distress due to the fear
of facing legal consequences in case of unintentionally
making errors in their efforts to provide support. In
2017 the EU Commission released a communication
emphasizing the need to tackle illegal content online,
stating that ‘This Communication … aims to provide
clarifications to platforms on their liability when they
take proactive steps to detect, remove or disable access to
illegal content (the so-called “Good Samaritan” actions)’
(Commission, 2017). We argue that this statement can
be extended to the scenario of applying counterspeech
to online hate mitigation.

Responsible open-source research can facilitate re-
producibility and transparency of science. Recently,
reproducible research has been deemed critical in
both social sciences (Stroebe et al., 2012; Derksen and
Morawski, 2022) and computer science, and low repli-
cation success is found despite using materials pro-
vided in the original papers (Belz et al., 2023; Collab-
oration, 2015). To tackle this issue, a few initiatives
for transparent research have been proposed, advocat-
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ing researchers to state succinctly in papers how ex-
periments are conducted (e.g., stimuli, mechanisms for
data selection) and evaluated, including A 21 Word So-
lution (Simmons et al., 2012) and Open Science Frame-
work.5 Furthermore, practising data sharing encour-
ages researchers to be responsible for fair and trans-
parent experimental designs, and to avoid subtle selec-
tion biases that might affect substantive research ques-
tions under investigation (Dennis et al., 2019). At the
same time, when handling sensitive or personal infor-
mation, data sharing should adhere to research ethics
and privacy standards (Dennis et al., 2019; de la Cueva
and Méndez, 2022). For instance, in the case of hate
speech, using synthetic examples or de-identification
techniques is considered a good general practice for en-
suring the safety of individuals (Kirk et al., 2022).

• Automating counterspeech generation There are
several ethical challenges related to automating the
task of counterspeech generation. First of all, there is
the danger of dual-use: the same methodology could
also be used to silence other voices.

Furthermore, effective and ethical counterspeech
relies on the accuracy and robustness of detecting on-
line hate speech: an innocent speaker may be publicly
targeted and shamed if an utterance is falsely classified
as hate speech – either directly or indirectly as in end-
to-end response generation. For example, Google’s Jig-
saw API (Google Jigsaw, 2022), a widely used tool for
detecting toxic language, makes predictions that are
aligned with racist beliefs and biases—for example it
is less likely to rate anti-Black language as toxic, but
more likely to mark African American English as toxic
(Sap et al., 2022). It is thus important to make sure that
the underlying tool is not biased and well-calibrated to
the likelihood that an utterance was indeed intended as
hate speech. For example, the ‘tone’ of counterspeech
could be used to reflect the model’s confidence.

A related question is free speech: what counts as
acceptable online behaviour, what sort of speech is
deemed inappropriate, in which contexts, and should
be targeted by counterspeech? A promising direction
for answering this complex question is participatory de-
sign to empower the voices of those who are targeted
(Birhane et al., 2022).

In sum, there is a trade-off between risks and bene-
fits of counterspeech generation. Following the ‘Good
Samaritan’ law: automating counterspeech provides
timely help to victims in an emergency which is pro-
tected against prosecution (even if it goes wrong). Sim-
ilar legislation is adopted by other countries, including
the European Union, Australia and the UK. Under this
interpretation, well-intentional counterspeech (by hu-
mans and machines) is better than doing nothing at all.

5https://osf.io/

Best practices We provide best practices for devel-
oping successful intervention tools.

1. Bear in mind practical use cases and scenar-
ios of hate-countering tools. A single inter-
vention strategy is unlikely to diminish online
harm and successful counterspeech interven-
tions would benefit from personalisation. To de-
sign successful counterspeech tools, it is impor-
tant to consider the purposes of counter mes-
sages (e.g., support victims and debunk stereo-
types), the speakers (e.g., practitioners, authori-
ties and high-profile people), recipients (e.g., in-
group/outgroup, political background and edu-
cation level), the content (e.g., strategy, style,
and tones), intensity (e.g., one message per
week/month), and the communication medium
(e.g., videos, text, and platforms).

2. Look beyond automated metrics and consider
deployment settings for evaluating the per-
formance of generation systems. Generation
systems are generally evaluated on test sets in
a controlled environment using accuracy-based
metrics (e.g., ROUGE and BLEU) that cannot
address social implications of a system. Drawn
from social science studies, metrics assessing so-
cial impact (e.g., user engagement), behavioural
change (e.g., measure abuse reduction in online
discourse) and attitude change (e.g., through
self-description questionnaires) can be consid-
ered. A good intervention system is expected to
pertain long-lasting effects.

3. Be clear about the methodology employed in
experiments, open-source experimental materi-
als (e.g., stimuli, questionnaires and codebook),
and describe the desirable criteria for evaluating
counterspeech intervention. As standardised
procedures are not yet established for the assess-
ment of counterspeech interventions, examining
the impact of interventions becomes difficult. A
meaningful description of experimental design
would therefore enhance reproducible research
and help capture the limitation of existing
research.

4. Establish interdisciplinary collaboration across
areas such as counter-terrorism, political science,
psychology and computer science. AI researchers
can help guide policymakers and practitioners to,
for instance, identify long-term interventions by
performing large-scale data analysis using stan-
dardized procedures on representative and longi-
tudinal samples. With expertise in theories of hu-
man behaviour change and experimental design,
social science researchers can conduct qualitative
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evaluations of AI intervention tools in real-life
scenarios to understand their social impact.

8 Conclusion
Online hate speech is a pressing global issue, prompt-
ing scientists and practitioners to examine potential so-
lutions. Counterspeech, content that directly rebuts
hateful content, is one promising avenue. While NLP
researchers are already beginning to explore opportu-
nities to automate the generation of counterspeech for
the mitigation of hate at scale, research from the so-
cial sciences points to many nuances that need to be
considered regarding the impact of counterspeech be-
fore this intervention is deployed. Taking an interdis-
ciplinary approach, we have attempted to synthesize
the growing body of work in the field. Through our
analysis of extant work, we suggest that findings re-
garding the efficacy of counterspeech are highly depen-
dent on several factors, including methodological ones
such as study design and outcome measures, and fea-
tures of counterspeech such as the speaker, target of
hate, and strategy employed. While some work finds
counterspeech to be effective in lowering further hate
generation from the perpetrator and raising feelings of
empowerment in bystanders and targets, others find
that counterspeech can backfire and encourage more
hate. To understand the advantages and disadvantages
of counterspeech more deeply, we suggest that empiri-
cal research should focus on testing counterspeech in-
terventions in real-world settings which are scalable,
durable, reliable, and specific. Researchers should agree
on key outcome variables of interest in order to under-
stand the optimal social conditions for producing coun-
terspeech at scale by automating its generation. We
hope that this review helps make sense of the variety of
types of counterspeech that have been studied to date
and prompts future collaborations between social and
computer scientists working to ameliorate the negative
effects of online hate.
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Tekiroğlu, and Marco Guerini. 2022. Human-
machine collaboration approaches to build a
dialogue dataset for hate speech countering. arXiv
preprint arXiv:2211.03433.

Buerger, Catherine. 2021a. Counterspeech: A literature
review. Available at SSRN 4066882.

Buerger, Catherine. 2021b. #iamhere: Collective coun-
terspeech and the quest to improve online discourse.
Social Media + Society, 7(4):20563051211063843.

Buerger, Catherine. 2022. Why they do it: Counter-
speech theories of change. Available at SSRN 4245211.

Bélanger, Jocelyn J., Claudia F. Nisa, Birga M. Schumpe,
Tsion Gurmu, Michael J. Williams, and Idham-
syah Eka Putra. 2020. Do counter-narratives reduce
support for isis? yes, but not for their target audi-
ence. Frontiers in Psychology, 11.

Carthy, S. L. and K. M. Sarma. 2021. Countering ter-
rorist narratives: Assessing the efficacy and mecha-
nisms of change in counter-narrative strategies. Ter-
rorism and Political Violence, 0(0):1–25.

Carthy, Sarah L, Colm B Doody, Katie Cox, De-
nis O’Hora, and Kiran M Sarma. 2020. Counter-
narratives for the prevention of violent radicalisation:
A systematic review of targeted interventions. Camp-
bell Systematic Reviews, 16(3):e1106.

Cettolo, Mauro, Nicola Bertoldi, and Marcello Federico.
2014. The repetition rate of text as a predictor of
the effectiveness of machine translation adaptation.
In Proceedings of the 11th Biennial Conference of the
Association for Machine Translation in the Americas
(AMTA 2014), pages 166–179.

Chakravarthi, Bharathi Raja. 2022. Multilingual hope
speech detection in english and dravidian languages.
International journal of data science and analytics,
14(4):389—406.

Chaudhary, Mudit, Chandni Saxena, and Helen Meng.
2021. Countering online hate speech: An nlp per-
spective. arXiv preprint arXiv:2109.02941.

Chung, Yi-Ling, Marco Guerini, and Rodrigo Agerri.
2021a. Multilingual counter narrative type classifi-
cation. In Proceedings of the 8th Workshop on Argu-
ment Mining, pages 125–132, Punta Cana, Dominican
Republic. Association for Computational Linguistics.

Chung, Yi-Ling, Elizaveta Kuzmenko, Serra Sinem
Tekiroglu, and Marco Guerini. 2019. CONAN -
COunter NArratives through nichesourcing: a mul-
tilingual dataset of responses to fight online hate
speech. In Proceedings of the 57th Annual Meeting of
the Association for Computational Linguistics, pages
2819–2829, Florence, Italy. Association for Computa-
tional Linguistics.

Chung, Yi-Ling, Serra S. Tekiroğlu, Sara Tonelli, and
Marco Guerini. 2021b. Empowering ngos in coun-
tering online hate messages. Online Social Networks
and Media, 24:100150.

Chung, Yi-Ling, Serra Sinem Tekiroğlu, and Marco
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Dušek, Ondřej and Zdeněk Kasner. 2020. Evaluating se-
mantic accuracy of data-to-text generation with nat-
ural language inference. In Proceedings of the 13th
International Conference on Natural Language Gener-
ation, pages 131–137, Dublin, Ireland. Association for
Computational Linguistics.

Ernst, Julian, Josephine B Schmitt, Diana Rieger,
Ann Kristin Beier, Peter Vorderer, Gary Bente, and
Hans-Joachim Roth. 2017. Hate beneath the counter
speech? A qualitative content analysis of user com-
ments on youtube related to counter speech videos.
Journal for Deradicalization, (10):1–49.

Fanton, Margherita, Helena Bonaldi, Serra Sinem
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Abstract Contemporary large-scale data collection efforts have prioritized the amount of data collected to improve large language
models (LLM). This quantitative approach has resulted in concerns for the rights of data subjects represented in data collections. This
concern is exacerbated by a lack of documentation and analysis tools, making it difficult to interrogate these collections. Mindful of
these pitfalls, we present a methodology for documentation-first, human-centered data collection. We apply this approach in an effort
to train a multilingual LLM. We identify a geographically diverse set of target language groups (Arabic varieties, Basque, Chinese
varieties, Catalan, English, French, Indic languages, Indonesian, Niger-Congo languages, Portuguese, Spanish, and Vietnamese, as
well as programming languages) for which to collect metadata on potential data sources. We structure this effort by developing an
online catalogue in English as a tool for gathering metadata through public hackathons. We present our tool and analyses of the
resulting resource metadata, including distributions over languages, regions, and resource types, and discuss our lessons learned.

1 Introduction
Current trends in developing large language models
(LLM) require the use of vast amounts of data (Brown
et al., 2020; Gao et al., 2020; Rae et al., 2021). Typically,
this data is collected from online sources, ranging from
highly edited and structured text such as Wikipedia
to the myriad text and audiovisual components of web
pages, e.g., collected by the Common Crawl Founda-
tion.1 However, recent research has raised concerns
about the creation and use of such data resources. For
instance, Wikipedia is highly biased in terms of the top-
ics covered and the demographics of its contributors,
particularly along gender, race, and geographic lines
(Barera, 2020), resulting in concerns of representation in
the technologies developed on Wikipedia-derived data.
Data from Common Crawl has similarly been shown to

*Corresponding Authors: Angelina McMillan-Major, Francesco De
Toni, Zeerak Talat.

1http://commoncrawl.org/

correlate with country-level population density, relative
access to the internet, and per capita GDP (Dunn, 2020)
and to contain significant amounts of hate speech and
sexually explicit content (Luccioni and Viviano, 2021).
Irrespective of the data source, typical web-crawling
collection practices have no structures for supporting in-
formed consent beyondwebsites’ own policies that users
rarely read (Cakebread, 2017; Obar and Oeldorf-Hirsch,
2020).

Several documentation schemas for natural lan-
guage processing (NLP) datasets (Bender and Fried-
man, 2018; Gebru et al., 2021; Holland et al., 2018; Stoy-
anovich and Howe, 2019; McMillan-Major et al., 2023)
have been proposed to aid NLP researchers in document-
ing their datasets (Gao et al., 2020; Biderman et al., 2022;
Gehrmann et al., 2021; Wang et al., 2021) and to ret-
rospectively document and analyze datasets that were
developed and released by others without thorough doc-
umentation (Bandy and Vincent, 2021; Kreutzer et al.,
2022; Birhane et al., 2021; Dodge et al., 2021). Data docu-
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mentation to support transparency has gained traction,
following calls for a reevaluation of the acquisition and
use of data in machine learning (ML) at large (Birhane
and Prabhu, 2021; Jo and Gebru, 2020; Paullada et al.,
2021; Gebru et al., 2021; Bender et al., 2021). Building on
this work, we propose a documentation-first and human-
centered method for data collection for NLP that empha-
sizes consent, representation, self-determination, and
privacy. Using this method, we create a data catalogue
for training multilingual LLMs that promotes responsi-
ble data collection and data subjects’ rights to control
over their own data. We conclude that starting documen-
tation processes during the data collection phase can
contribute to building a more representative dataset and
allows for early identification of ethical concerns. Our
contributions consist of the data catalogue tool,2 which
remains openly available for use in collecting metadata
and for searching existing entries, as well as the human-
centeredmethodology of data collection in collaboration
with language communities for representative language
modeling and other NLP tasks.

1.1 Research Context

Our work was situated within a large-scale global coali-
tion of experts in NLP and related fields dedicated to
researching questions related to language modeling
known as the BigScience Workshop.3 The BigScience
Workshop was started as an open collaboration of inter-
national researchers by Hugging Face, GENCI (Grand
Equipement National de Calcul Intensif), and IDRIS (The
Institute for Development and Resources in Intensive Sci-
entific Computing) and was dedicated to open research
of NLP, social sciences, and the legal, ethics and public
policy of large language models. While this coalition
(henceforth the workshop) had many working groups
with different foci determined by the research interests
of the participating researchers, one of its primary goals
was to train and publicly release a multilingual LLM.
Key to this endeavor was the creation of a dataset to
train the model on.

Bearing in mind the limitations of prior large-scale
data collection efforts, we aimed to intentionally curate
our dataset for representativeness. We defined repre-
sentativeness based on the intersection of geographic
and sociolinguistic contexts. This means that, for each
target language, we aimed to collect data for the rele-
vant dialects and regions where that language is spo-
ken. Like most language modeling endeavors, we relied
on commonly used web sources for collection, but we
also highlighted the need for other formats, including
books, audio from radio programs and podcasts, and

2Available at https://bigscience.huggingface.co/
data-catalogue-form

3https://bigscience.huggingface.co/

others. Starting from this goal and the coalition mem-
bers’ languages of expertise, we identified 13 language
groups to target for inclusion in the model training: Ara-
bic varieties, Basque, Chinese varieties, Catalan, En-
glish, French, Indic languages, Indonesian, Niger-Congo
languages, Portuguese, Spanish, and Vietnamese, as
well as programming languages. In addition to coali-
tion members speaking many of these languages them-
selves, we were also motivated to intentionally select
data resources for these languages in order to improve
the resulting language model’s performance in gener-
ating these languages. Programming languages were
included in the design of the language model, but be-
cause they are not natural languages with communities
of use, we did not organize a specific hackathon to col-
lect entries for them in the catalogue (see §5).

1.2 Overview
We prepared for the challenges of responsible dataset
creation by focusing our efforts on documenting poten-
tial sources prior to their collection. Meanwhile, other
working groups on data governance and data tooling
created pipelines for hosting and processing data. In
the next sections, we compare our documentation effort
(henceforth the catalogue) to already developed catalogs
in linguistics and NLP (§2). In §3 we present our cata-
logue and associated online form4, including our process
for designing the catalogue.

We developed the online submission form to facil-
itate public hackathon events for collecting metadata
for language resources from specific regions (§4). While
the form prioritizes submitting entries for the target lan-
guages, we made it possible for entries for any language
to be submitted as the catalogue remains open for sub-
missions and browsing after the end of the hackathons.
Although the catalogue is a living documentation effort,
we present the results obtained after the initial docu-
mentation effort (§5). We then discuss lessons learned
in creating the catalogue, its potential use as a model
for data documentation endeavors in NLP, and the limi-
tations of our approach, suggesting improvements for
future data documentation efforts (§7). Finally, we con-
sider the ethical implications of our approach, especially
with regard to data licensing and personally identifiable
information (§8).

2 Related Work
Since the early 90s, NLP data organizations have main-
tained catalogs for datasets and tools in order to sup-
port language research.5 While the metadata for these

4See Footnote 2 for URL.
5Organizations include the Linguistic Data Consortium (LDC), The

Southern African Centre for Digital Language Resources (SADiLaR),
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catalogs are openly available, accessing the language
resources (e.g., annotated corpora and lexicons) and sup-
porting tools may require paying for a license to the
resource or for membership to the catalog. The fees
support the creation, licensing, storage, and mainte-
nance of new datasets and language research initiatives.
The LDC, for example, currently provides access to 1016
datasets.6

Open source dataset catalogs have also been con-
structed as supporting technical infrastructure in the
context of NLP and ML libraries. The Natural Language
Toolkit (NLTK), developed since 2001, is a Python pack-
age with utilities for NLP tasks that includes access to
widely used corpora such as the Brown Corpus (Kučera
and Francis, 1967) as well as features for adding datasets
and using datasets locally (Bird et al., 2009). The Hug-
ging Face Datasets library (Lhoest et al., 2021) and Ten-
sorflow library (Tensor Flow Authors, 2021) both pro-
vide tools for loading datasets from remote and local
repositories and include catalogs of directly accessible
datasets. SADiLaR provides its own catalog of annotated
language datasets and processing tools, with links for
downloading resources that are licensed for distribution.
Other catalogs of NLP datasets do not provide access to
the datasets themselves, but provide information about
uses and categories. For example, Papers with Code
links academic publications that use the same dataset
with information about the dataset.7 Masader similarly
provides metadata about Arabic-language NLP datasets
without hosting the data (Alyafeai et al., 2022).

Our work is an effort to merge the careful and well-
established data collection and documentation practices
from organizations such as the LDC with the collabora-
tive, open source tools for dataset construction. While
large-scale NLP research requires vasts amounts of data,
the work that goes into curating, documenting, and
maintaining the data is often undervalued (Sambasivan
et al., 2021), resulting in data collections that are often
too large to document post-hoc (Bender et al., 2021)
and contain significant quantities of unwanted media
(Luccioni and Viviano, 2021). We provide an alternate ap-
proach to data collection and management in NLP; this
approach prioritises documentation in the data creation
process, engages communities to inform data curation,
and contributes to a more representative dataset.

3 The Catalogue
The primary goal of the catalogue (see appendix A for
screenshots of the form) was to support the creation of a
training dataset for language modeling that integrated

the European Language Resource Association (ELRA), the Chinese
LDC, the LDC for Indian languages (LDCIL), and CLARIN.

6LCD Catalog by Year, accessed April 18, 2023.
7https://paperswithcode.com/datasets

with the efforts of the other working groups and aligned
with the values defined by theworkshop governance. We
surveyed each working group to identify their particular
metadata needs, resulting in almost 40 categories of
metadata. Aiming to balance the information needs of
the working groups with the effort required to submit a
resource and its metadata to the catalogue, we grouped
and prioritized the categories. We further prioritized
metadata that are applicable across as many languages
and data sources as possible. We did not make use
of existing metadata formalisms as we expected that
they would discourage submissions to the catalogue by
those unfamiliar with them. Instead we envisioned our
metadata collection as an upstream process that would
be flexible enough to contribute to many different kinds
of downstream annotation or metadata labeling tasks.

We created an openly accessible form in English for
submitting metadata for potential sources for the iden-
tified language groups.8 We used an iterative approach
to collectively develop questions that elicit the meta-
data, descriptions of the information being requested,
and answer prompts to support efficient documenting.
Wherever possible, we formatted the questions as mul-
tiple choice questions with an optional free-form field,
should the pre-existing options be insufficient. After
building the online form, we tested the form with actual
examples, i.e., the Le Monde newspaper and its publish-
ing company Group Le Monde to ensure its validity.

3.1 The Catalogue Submission Form

Testing the form using the LeMonde newspaper example
helped us update our form by surfacing discrepancies in
specific questions for certain resource types, particularly
concerning data processing. With this consideration in
mind, we defined the following resource types: primary
source, a single source of language data (text or speech),
such as a newspaper, radio, website, or book collection;
processed language dataset, a processed NLP dataset
containing language data that can be used for language
modeling; and language organization or advocate,
an organization or person holding ormanaging language
sources of various types, formats, and languages. We
follow Jernite et al. (2022) in distinguishing betweendata
subjects (those talked to or about in the data), data
creators (those who create the text, audio, or video
data), and data custodians (those who own or manage
the data). We distinguish between a data custodian,
who is responsible for handling requests for the data,
and language organizations, that may ultimately hold
the rights to the data but do not handle day-to-day
requests, though in many cases the data custodian and
the language organization of a resource are the same
entity.

8We built the form using Streamlit.
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For all resource types, the form requests informa-
tion about the languages and locations of the resource’s
data creators as well as contact information for a repre-
sentative, owner, or custodian of the resource. Further
questions are added for primary sources and processed
datasets, including the availability of the resource and
legal considerations for using the data, such as licenses,
the type of data it contains, and the medium of the data.

3.1.1 General Information

The form first requests the source type, and then updates
the questions once a type is selected. The following ques-
tions in the section request general information (e.g., a
resource name, a unique identifier for searchability, and
the resource’s webpage). The form provides space for a
description to display when searching the catalogue.

3.1.2 Languages and Locations

We designed the Languages and Locations section to
accommodate various degrees of granularity in order
to support and evaluate our goal of representativeness,
and maximize the usability of the catalogue beyond the
consortium’s immediate use-case. The authors of each
entry can specify what languages are represented in the
resource by choosing from drop-down lists of our target
language groups, with additional sub-lists for languages
in the Indic and Niger-Congo families, and other lan-
guages as defined by the BCP-47 standard (Phillips and
Davis, 2009). The form also provides space for submitting
comments about the language variety in the resource,
such as whether it contains language data that exhibits
dialectal variation or code-switching. Similarly, authors
can add information about the geographical origin of
the data (i.e., the primary location of the language cre-
ators whose data is captured in the resource) using a
drop-down list of macroareas ranging from world-wide
to continents to regions (such as Western Africa or Poly-
nesia) in addition to specific countries, nations, regions,
and territories.

3.1.3 Representative, Owner, or Custodian

Responsible dataset creation includes respecting the
rights of the data custodian, the person or organization
that owns or manages the data source. The form allows
for linking the resource being submitted to an existing
organization in the catalogue via a drop-down list. If the
data custodian is not already in the catalogue as a lan-
guage organization, the remaining questions elicit their
name, type, location, and contact information. This in-
formation supports our own and future catalogue users’
efforts to understand local legal structures, communi-
cate with data custodians about data use, and request
permission for uses beyond those granted by licenses.

3.1.4 Availability of the Resource

For primary sources and existing datasets, the form re-
quests information about how to obtain the data, i.e.,
through a link or contacting the data custodian. De-
pending on the response, the form asks for the URL to
download the data or the data custodian’s contact in-
formation. In characterizing the licenses or terms of use,
the form asks whether the resource is accompanied by
an explicit license. If the license or terms are known,
the submitter may select a description such as public
domain, research use, non-commercial use, or do not dis-
tribute. Submitters can also select relevant licenses from
a drop-down list of frequently used licenses, or input
the terms or license text into the form. If the licensing
terms are unknown or unclear, the form requests that
the submitter gives their best assessment of whether
the data can be used to train models while respecting
the rights and wishes of the data subjects, creators, and
custodians.

3.1.5 Primary Source Type

The form allows for characterizations of the resource
data for both primary sources and processed language
datasets. We provide options for two kinds of resource
descriptions. Collectionsmay contain books or publish-
ers, scientific articles and journals, news articles, radio
programs, movies and documentaries, podcasts, or a
user-suggested response. Websites may include social
media, forums, news or magazine websites, wikis, blogs,
content repositories, or a user-suggested response.

If the submission is a processed language dataset,
the section appears in the form as Primary Sources of the
Processed Dataset. If the dataset contains original data,
no further questions appear. If the data is a collection
of primary sources, the form presents questions about
those sources, such as if they are openly available or have
accessible documentation. Users may link the processed
dataset to primary sources already documented in the
catalogue or provide original descriptions of those pri-
mary sources. The final question concerns the licensing
information of the primary sources, as these may differ
from the dataset itself. See §8.1 for further discussion.

3.1.6 Media Type, Format, Size, and Processing

The final section of the form addresses the technical
aspects of the resource. A submitter may indicate the
medium of the data (text, audiovisual data, images, or a
combination thereof) and details about the data format
(the file type or distribution format). If the data includes
text, the form asks if the text was transcribed. While
most datasets appear with metadata about the size of
the data given by mega- or gigabytes, primary sources
often do not have this information available. Instead, we
asked submitters to provide an estimate of the amount
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of data using a descriptive unit of data, i.e., articles,
posts, episodes, books, webpages, or a user-provided
unit. The form then asks for the number of instances
in the resource using the provided unit and the average
number of words in the unit using ranges of magnitudes
of 10. This information was useful to the coalition’s data
processing working groups, but it proved difficult for
the submitters to estimate, unless already available in
the source metadata. On completion, submitters could
review their responses as it will be saved (in a JSON
format) before submitting their entry to the catalogue.

4 Additional Features
There are two other modes for interacting with the cat-
alogue: a validation mode, for validating submitted en-
tries, and a visualization mode, for filtering andmapping
specific submitted entries. Because we intended to make
the catalogue openly available on the web past the end
date of the workshop, we included the validation func-
tionality to allow users to confirm that metadata for
submitted entries was correct and could be updated if
ever the information was no longer correct (e.g., if a
license for an entry changed). The purpose of the visual-
ization mode was to support later users of the catalogue
in seeing the general distribution of submitted resources
of the catalogue across languages and geographic re-
gions and searching for specific resources within those
categories.

To validate an entry, the validator can confirm the
previously submitted metadata or edit and resubmit the
entry. The catalogue then saves both the original and
the validated submission. The visualizations include a
pie chart detailing the proportion of entries by language
and an interactive map which shows the number of sub-
mitted entries for a region or country as defined by the
location of the data creators or data custodians. In Fig-
ure 1, the color gradient indicates the number of entries
by country and location markers indicate regions that
can be examined for more details. Both the map and a
pie chart can be filtered using one of the many proper-
ties produced by the form, e.g., the resource, license, or
media type. Entries returned by the filter can be selected
to display their descriptions.

5 Community Hackathons
With the catalogue submission form developed, we could
begin to collect and document potential data sources
for review prior to developing the full dataset towards
the workshop’s LLM goal. Whereas prior data collection
processes utilized automatic methods for collecting as
much data as possible, we wanted our collection pro-
cess to prioritize sources that were created by language

communities and that were determined by language
communities to be representative of their language use.
In order to center the metadata collection for as many
languages as possible around communities who speak
those languages, we decided to crowdsource our meta-
data collection by organizing community hackathons.9

To do so, we reached out to regional community organi-
zations focused onML and NLP to collaborate in leading
local hackathons and put out a similar call within the
workshop for individuals who spoke one or more of the
listed languages. The task for each hackathon was for
participants to use the catalogue submission form to
submit as much metadata as they could find on poten-
tial data sources for their language or languages. We
developed a guide10 with instructions and suggestions
for the hackathon participants for each section of the
catalogue submission form. A coalition member and/or
a collaborating organizer from a partner organization
was available to interact with participants and answer
questions arising while filling the form and to discuss
details about potential resources or institutions.

In total, we organized 6 hackathons for specific com-
munities and regions of the world based on the availabil-
ity of organizers and their familiarity with the commu-
nities, namely African languages in collaboration with
Masakhane,11 Asian languages with Machine Learning
Tokyo,12 Basque, English in the Americas and Europe,
English in the Indo-Pacific Region, and Spanish in Latin
America with LatinX in AI.13 The hackathons took place
online in October-December, 2021, lasting one to six
hours. We announced hackathons using social media, in
coordination with the relevant partner organizations.
Because we advertised primarily to members of the
workshop, social media followers of the workshop, and
members of the partner organizations, the hackathons
attracted participants who were generally interested in
language modeling and specifically wanted to support
the workshop goals of having greater language represen-
tation in the to-be-trained workshop language model.
No further incentives were used to encourage participa-
tion. During the hackathons we only collected a name
and e-mail. After the hackathons, we sent a 10-question
survey to all participants to collect further information.

9Because programming languages are not natural languages with
communities of speakers or signers, we did not organize a hackathon
focused on programmming languages.

10Available at https://github.com/bigscience-workshop/
data_sourcing/blob/master/sourcing_sprint/guide.md.

11https://www.masakhane.io/
12https://www.mlt.ai/
13https://www.latinxinai.org/
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Figure 1: Geographical visualization of the locations of entries’ data custodians. The color gradient indicates the number
of entries by country and location markers indicate regions that can be examined for more entries and details.

6 Results

6.1 Hackathon Participation
Forty-one participants submitted descriptions of re-
sources to the catalogue during the hackathons, of
whom 11 responded to the survey. The first survey ques-
tions focused on participants’ professional context, i.e.,
the country they are located in, their field of study and
current stage in their career. The respondents were from
diverse geographical location and career stages. Four
respondents were located in Spain, with 3 in the Basque
Country, while the remaining respondents were located
in France, Japan, Kenya, Singapore, Sweden, Taiwan,
and the USA. Respondents’ career stages ranged from
undergraduate student to a senior level position in in-
dustry, though most (7) listed an academic position. The
most common research interests were NLP (8), data sci-
ence (5), and linguistics (4). Other interests included
library and/or information science, ethics/safety, recom-
mendation systems, vision, creative AI, and optimization
and compression techniques.

The remaining questions concerned participants’ ex-
periences before and during the hackathons. Most par-
ticipants became aware of the hackathons through the
coalition’s internal channels or the communities and
organizations that collaborate with us. Only two re-
spondents listed social media as their entry point. Most
respondents (6) only submitted resources for languages
that they were fluent or advanced speakers of, while
three respondents contributed resources that covered
almost all of the target languages, most of which they
had no familiarity with. In describing their motivations
for participating in the hackathons, the most common
reasons included developing the training dataset, sup-

porting under-resourced languages in general, and im-
proving the coverage of a particular language.

6.2 Gathered Resources
After the sixth and final hackathon, the catalogue con-
tained 192 entries with 955 different language tags.14

The most frequent language tags were those of the tar-
get language groups. Figure 2 shows the distribution of
the target language groups across entries.15 English is
the most frequent language across all entries. For Arabic,
the most frequent varieties are Modern Standard Arabic
(13) and Classical Arabic (5). All other variants have 2
or fewer entries. The most frequent Indic languages are
Hindi (15), Bengali (11), Telugu (9), Tamil (9), and Urdu
(8) and the most frequent Niger-Congo languages are
Swahili (9), Igbo (7), Yoruba (6), and isiZulu (4), with
other languages having no more than 3 entries.

On the other end of the spectrum, 380 languages
were tagged only in 1 or 2 entries. However, some
of these languages belong to broader target language
groups: i.e., 10 languages from the Niger-Congo group
(Sesotho, Kirundi, Bambara, Kinyarwanda, Chi Chewa,
Wolof, Twi, Lingala, ChiShona, and Kikuyu), and 12
varieties of Arabic (Algeria, Djibouti, Gulf, Egypt, Lev-
ant, Libya, Mauritania, Morocco, North Africa, Somalia,
South Sudan, Sudan). Digitally accessible resources for
these language varieties are less common than digital
resources for languages with more frequent use on the
internet, in part due to the smaller sizes of the com-

14The list of language tags includes both Arabic (generic tag) and
specific varieties of Arabic (e.g. Classical Arabic). The form remains
open and new entries have been added since the final hackathon. At
present, the there are 252 entries in the catalogue.

15Due to multilingual resources, the percentages exceed 100%.
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Figure 2: Relative distribution of the target languages in
absolute values and as percentages of the total number
of entries.

Language location #
Percentage
of all entries

Africa 18 9.38%
Americas* 3 1.56%
Asia 61 31.77%
Europe 46 23.96%
Latin America and the Caribbean 17 8.85%
Middle East and North Africa 4 2.08%
North Africa 2 1.04%
North America 11 5.73%
Oceania 5 2.60%
World-wide 21 10.94%

∗ entries not specifying if N. Am. or Lat. Am. and the Car.

Table 1: Distribution of language locations according to
data creators (not custodians) over geographic regions
(only first location for each entry).

munities using these languages and in part due to the
numerous sociopolitical factors that have led to the val-
uation and resource allocation towards some languages
(usually associated with colonial powers) over others.
Excluding these, 358 languages were tagged only once
or twice.

The submissions to the catalogue show a clear bias
towards certain languages: English and Spanish submis-
sions accounted for about half of the target languages
recorded by the end of the hackathons. On the other
hand, Chinese is included in fewer entries than lan-
guages that have fewer speakers, e.g., French, Spanish
and Vietnamese (see Eberhard and Fennig 2021). This im-
balance is the result of the varying availability of sources
across different languages and the linguistic expertise
of the coalition and hackathon participants.

We did not require users to adhere to a strict taxon-
omy of geographic location (e.g., continent→ country
→ region) when providing geographic locations of a
source. The submitters could freely label their submis-

Location
Languages

En. Fr. Sp. Port.

Africa* 6 4 0 1
Americas† 0 1 2 1
Asia 10 0 0 1
Europe 13 13 11 5
Latin America and the Carib. 3 0 15 2
North America 13 1 2 1
Oceania 5 0 0 0
World-wide 16 11 10 11

∗ including entries from North Africa; no entries from Middle East
were recorded for these languages
† entries not specifying if N. Am. or Lat. Am. and the Car.

Table 2: Distribution of entries in English, French, Span-
ish and Portuguese across continents.

sions by macroscopic area (e.g., a continent or macrore-
gion within a continent), country, region within a coun-
try or some combination of these. These labels are then
saved in a list of location tags for each entry. We made
this design decision to simplify the process of selecting
geographic location for submitters while avoiding nested
questions with increasing geographic granularity, pro-
viding flexibility in geographic labelling. For example,
it may make more sense to label resources in Arabic as
fromMiddle East and Northern Africa, rather than from
Africa and Asia, even thoughMiddle East and Northern
Africa does not denote a continent in geographic terms.
As a result, the catalogue does not conform to a particu-
lar taxonomy but can provide a frequency distribution
over the location tags.

We focus our analysis of the geographic distribution
of the recorded languages on continents and macrore-
gions (i.e., usually the first geographic area provided).
For the small number of cases where only a country was
provided, we manually assigned the information to their
respective continent or macroregion. We see in Table 1
that more than half of the primary language locations
of the entries are located in Asia and Europe.

We further manually grouped locations into conti-
nents and macroregions and investigated how regional
varieties of English, French, Spanish and Portuguese
entries are represented (see Table 2). We see that these
languages are well represented in their European vari-
eties. However, each language also has a number of en-
tries from other geographical areas, which are language
specific, and several entries that were tagged as ‘World-
wide’ (entries that include examples of a target language
from multiple geographies or multilingual sources).

Primary sources were the most common source
type entered. Of the 192 entries, 98 (51%) are primary
sources, 64 (33%) are processed datasets, and 30 (16%)
are organizations (see Table 3 for distributions of source
types across target language groups). With the ex-
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ception of Catalan, Indic and Vietnamese, the target
language groups have more primary sources than sec-
ondary sources.

Languages
Types

Primary Processed Org.

Arabic 13 3 9
Basque 15 0 8
Catalan 1 14 6
Chinese 9 4 7
English 29 13 18
French 13 4 11
Indic 8 11 7
Indonesian 15 8 5
Niger-Congo 11 5 13
Portuguese 7 3 9
Programming 1 0 0
Spanish 17 2 17
Vietnamese 8 15 6

Table 3: Distribution of the target languages in the cata-
logue across source types.

The largest share of sources recorded are stewarded
by non-commercial entities (see Table 4). University
and research institutions are the most frequent cus-
todian type (23.44%), followed by commercial entities
(21.35%) and nonprofit entities/NGOs (13.5%). Twenty-
four (12.5%) records do not specify a custodian.

Custodian type #

University or research institution 45
Commercial entity 41
Nonprofit / NGO 26
Not Specified 24
Private individual 20
Government organization 17
Library, museum or archival institute 16
Community (incl. online) 2
Startup 1

Table 4: Distribution of custodian types.

In terms of the custodians’ geographic diversity, 28
catalouge entries do not record a custodian location
while the remaining 164 do. While the custodian loca-
tions reflect the diversity of the catalogue, they also
show that an outsized share are located in the USA and
European countries (see Table 5). All the other locations
were only recorded once (Bolivia, Burundi, Czech Re-
public, Ethiopia, Hong Kong, Ireland, Italy, Kenya, Lux-
embourg, Mexico, Netherlands, Peru, Saudi Arabia, Scot-
land, Thailand, Turkey, United Arab Emirates) or twice
(Argentina, Bangladesh, Brazil, Japan, Jordan, Mozam-
bique, Nepal, Nigeria, Taiwan).

The license metadata suggests that the hackathon

Custodian location # Custodian Location #

Spain 27 France 9
USA 22 South Africa 6
Vietnam 14 UK 5
Indonesia 14 Australia 4
India 11 Germany 4
Colombia 10 China 3

Table 5: Top 12 most frequent custodian locations.

participants made efforts to submit sources with open
licenses or without copyright (see Table 6).16 Public
domain or open license account for 37% of entries and
another 37% are entered as not having licenses.

Licensing
#

Percentage
properties of all entries

Missing 71 37%
Open license 56 29%
Copyright 30 16%
Non-commercial use 18 9%
Public domain 18 9%
Research use 10 5%
Multiple licenses 7 4%
Do not distribute 2 1%

Table 6: Distribution of licensing properties.

The hackathon submission entries contained primar-
ily text data, as shown in Table 7. Two thirds of the
resources contain only text data, while 5% contained
text and image data, 4% contained text and audiovi-
sual data, and another 6% contained text, image, and
audiovisual data combined. Only 3% of the resources
contained solely audiovisual data. A further 16% of the
resources aremissing information about themedia types
contained within the resource. This may suggest that
the resources were not accessible or did not provide suf-
ficient documentation for the hackathon participants to
determine the resource media types.

Media type #
Percentage
of all entries

Text only 128 66%
Text and image 9 5%
Text and audiovisual 7 4%
Text, image and audiovisual 11 6%
Audiovisual 5 3%
Missing 32 16%

Table 7: Distribution of media types.

After the hackathons, the resources within the cat-
alogue data were downloaded and used to develop the

16Entries may have multiple license properties.
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BigScience ROOTS Corpus. Details on the data pro-
cessing methods for the dataset and the resulting data
metrics may be found in Laurençon et al. (2022). While
the resources from the catalogue were ultimately used
in collaboration with other data sources such as the
OSCAR version 21.09 corpus (Ortiz Suárez et al., 2019)
in order to meet the data quota for training an LLM,
the catalogue could continue to grow to provide more
metadata on resources used for NLP tasks and support
documentation efforts for future data collection projects.

7 Discussion
The result of our efforts is an openly available catalogue
of 192 data sources, with each of our target natural
language groups constituting at least 10% of the total
submitted entries.17 The majority of these resources are
primary and processed resources, with data custodian
primarily located in the Americas, Europe and Australia.
The sources recorded in the catalogue were used as a
core component of the training dataset for training the
LLM developed by the coalition. In addition, the devel-
opment of the catalogue serves as an opportunity for
methodological reflection on documentation-first and
human-centered data collection in NLP. In this section
we discuss lessons learned from creating and crowd-
sourcing the catalogue and present recommendations
for future data collection efforts.

7.1 Centering the Human
A human-centered approach to data is one that is fo-
cused on “human values such as privacy, human rights,
and ethics”, is engaged in “asking ... what [technology]
should do”, and is committed to “acknowledging and
addressing the individuals, organizations, and commu-
nities behind ... data” (Shah et al., 2021, p. 794). Our col-
lection methodology consists of engaging with language
communities to prioritize the collection of resources that
those communities deem are representative of their lan-
guage, as opposed to automatic collection and language
identification methods. Additionally, the form dedicates
multiple sections to the individuals and groups that pro-
duced and hold the data while the hackathons made
the data curation process more accessible to members
of the coalition not working in the data-sourcing work-
ing group. Our methodology also centers humans by
collecting information on the rights of data holders and
owners (Jernite et al., 2022) prior to collecting the actual
data. This affords making informed decisions with re-
spect to privacy and ethical considerations as well as

17These numbers were calculated at the conclusion of the
hackathons. The catalogue shows 252 entries at the time of pub-
lication.

data curation choices for content. However, the method-
ology has several limitations. First, it only addresses the
needs of immediate users of the catalogue. Serving less
immediate data consumers and connecting them with
data producers would require additional infrastructure.
Second, the methodology does not protect the rights of
data holders and owners from future malicious users of
the catalogue, as it does not embed a data governance
structure within it. We discuss these risks further in
Section 8.

7.2 Representativeness
Representativeness across languages Our cata-
logue only covers a fraction of world languages, largely
reflecting the languages and contexts of the coali-
tion members; missing are signed languages, some of
the most widely spoken languages, and most under-
represented languages. Moreover, the distribution of
target language entries in the catalogue is not uniform.
While the efforts of the hackathon resulted in diverse
resources for the languages covered, especially for En-
glish, French, Spanish, and Portuguese, the variation
in success across languages emphasizes the need to ac-
tively include collaborators who sign and speak under-
represented languages and supporting them in leader-
ship positions in NLP research.

As our results evidence, our definition for success,
namely broad geographical representation, had direct
impacts on our ability to evaluate the catalogue. For
instance, the loosely structured ontology for recording
dialects and geographical locations on one hand pro-
vided users with flexibility to adapt data entry to each
source. On the other, it becomesmore difficult to analyze
information across the catalogue. Aggregating dialects
and geographical locations of data posed a challenge
because sources may include examples from multiple di-
alects and/or regions, resulting in significant difficulties
in creating a classification protocol that was applicable
to all sources. Furthermore, information about the geo-
graphical location of the languages in the sources may
not be easily accessible or available to submitters.

Representativeness beyond language diversity
Our effort focused on ensuring geographic variation
and representativeness of target languages. However,
from the perspective of linguistics, representativness en-
compasses a broad set of variables. For example, Biber
(1993) identifies 8 hierarchical parameters that define
the representativeness of a corpus: the primary chan-
nel (written, spoken, or scripted speech);18 the format
(published or not published); the setting (institutional,
other public, or private); the addressee (plurality, pres-

18We note that this framework also fails to consider signed lan-
guages.
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ence, interactiveness, and shared knowledge); the ad-
dressor (demographic variation and acknowledgement);
factuality; purposes; and topics. While some catalogue
submissions include speech data, e.g., the Global Voices
dataset,19 the majority of the entries are written texts
from the internet and book archives. Language from
private settings, e.g., medical consultations, is therefore
not present in the catalogue. The content of the sources
mostly have asynchronous and unspecified addressees
(i.e., the addressees are readers of physical and digital
written sources as opposed to participants in a face-to-
face dialogue), and a variable degree of interactiveness
(more for social media, less for books), and shared knowl-
edge. The catalogue captures neither factuality of the
sources (e.g., as determined heuristically by classifying
the genre as fiction or non-fiction or by analyzing the
content against a knowledge base), their purposes or
topics, nor demographic variables. While an analysis of
demographic variation is beyond the scope of this paper,
we assume that the catalogue does not proportionally
represent demographic categories such as age and so-
cioeconomic status, as internet participation is skewed
towards certain demographics (Ranchordás, 2022).

7.3 Challenges in creating the catalogue
Some of the limitations of the catalogue are conse-
quences of the challenges faced in crowdsourcing. The
origin of these challenges was the need for a crowd-
sourced data collection process that met the goals of
human-centeredness and representativeness. In our
analysis, we focus on three items at the intersection
of crowd participation and catalogue design: recruiting
volunteers, creating entries, and tracking them.

Recruiting volunteers The motivations of volunteer
participants in projects like the catalogue have previ-
ously been explored in citizen science and crowdsourc-
ing research across disciplines, e.g., astronomy (Raddick
et al., 2013), biology (Berger-Wolf et al., 2017) and his-
tory (Causer and Terras, 2014). Such studies often find
that a small number of volunteers contribute the ma-
jority of data, while a large number of volunteers only
contribute once (Segal et al., 2016).20 These observations
emphasize the importance of a large number of contrib-
utors for our hackathons. However, given the scope of
our project, the 41 participants fell short of our goal. De-
spite public advertising, our participant survey suggests
that the majority of participants were partner organiza-
tions or members of our coalition. To address this issue,
future hackathons can perform more outreach through
partner organisations, and sustain a long period of pro-
moting the events. The actual and perceived difficulty in

19https://globalvoices.org/
20A similar pattern arose in EleutherAI’s Evaluation Harness (Gao

et al., 2021) and Google’s Big Bench (Srivastava et al., 2023).

contributing may have further hampered participation.
Additionally, motivations to volunteer for data-related
work may have suffered given the broader under-valuing
of such work in NLP and ML (Sambasivan et al., 2021).

Creating catalogue entries In the participant sur-
vey, we asked respondents to detail challenges in con-
tributing to the catalogue. Participants noted difficulties
with finding appropriate resources, specific metadata,
and catalogue infrastructure. The appropriateness con-
cern grew from the potential for conflict around the
use of data for training ML models. When respondents
submitted a resource, they further detailed difficulties
in describing certain metadata. For instance, primary
sources often lack licensing metadata (see §5.2). Other
difficult-to-obtain metadata include information about
the data custodian; amount, type and format of data;
and curation rationales. Libraries and archives face sim-
ilar challenges and creating metadata to describe collec-
tions is one of their core missions. However, Padilla et al.
(2019) found a gap between the detail of metadata at the
item and collection level, suggesting that addressing this
challenge may require new infrastructure. Respondents
also requested features for the catalogue’s technology,
e.g., fuzzy-search and visualization (detailing relations
between sources). For future hackathons, respondents
suggested language-specific communication channels
for sharing resources and information, more accessible
times for the events, and support for uploading CSV
files.

Tracking entries At this stage of the catalogue, the
infrastructure for verifying information and moderation
of submitters is underdeveloped. There is currently a
system in place which notifies a submitter when their
submission has been verified by another user. Future
development of the catalogue could restructure the sub-
mission system to allow subscription to updates to sub-
missions, or make edit histories available with associ-
ated functionality for explaining and discussing changes.
The inclusion of discussion functionality however would
also require an active moderation team to ensure that
discussions are respectful and relevant to the catalogue.

7.4 Recommendations
Based on our experiences, we provide recommendations
for future efforts on designing tasks with community
participation that engage a broader data ecosystem,
and uses catalogues for language sources in NLP. Com-
pleting an entry for the catalogue proved to be a com-
plex task, as it requires domain knowledge of potential
sources (or how to identify them) and understanding
how to identify the necessary metadata. Future efforts
can make submitting to the catalogue more inclusive by
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breaking down tasks for creating and reviewing entries
into subtasks. Future efforts may also recruit volunteers
for recording and correcting metadata about language
variety or licenses, where these are inconsistent or miss-
ing in the catalogue. Crowdsourcing-task designers in
the cultural heritage sector propose defining differenti-
ated roles, e.g., submitters and reviewers, to streamline
voluteer efforts (Ridge et al., 2021).

We also recommend that future efforts establish col-
laborations with data custodians that have existing pro-
cesses for describing and curating data, e.g., libraries
and archives, as these can ease the burden of access to
(meta)data while supporting the development of stan-
dards for metadata and ethical best practices (Jo and
Gebru, 2020). Although selecting and implementing a
standard is a political process with many stakeholders,
it can afford a machine-readable schema providing ease
of aggregation across records. One such example, Dat-
aCite21 provides a core metadata schema that has been
adopted across many data and software repositories.22

Finally, crowdsourced catalogues of language data
may also find use in education settings, e.g., courses on
data selection and management for NLP.23 In our efforts
to build the catalogue, we relied on volunteer researcher
hours, however within a classroom setting, students
could search for entries, submit and review metadata
as a part of classroom exercises. Such an exercise could
provide students with experiences of the challenges and
ethical considerations of language data curation.

8 Ethical Considerations
Beyond the limitations outlined in §7, future users of the
catalogue and the data it references should be aware of
a number of ethical considerations relevant to it. Whilst
the catalogue is open, the data it registers have their own
licenses and usage restrictions that users must abide by
(e.g. licenses that preclude commercial uses of data). For
instance, appropriately handling personally identifiable
information (PII) must be included in plans for the cata-
logue, with attention to the detection and implications
of different types of PII. In the following sections we
reflect on these topics, based on lessons learned during
the catalogue development.

21https://schema.datacite.org/
22While it is possible to convert between the majority of Datacite’s

schema and the catalogue, the catalogue lacks some fields (e.g., Pub-
licationYear) required by DataCite. The requirement of a fixed pub-
lication date presents a challenge for living data sources, which we
sought to include. A possible solution can be to clarify the dataType
field for different resources, to allow for collecting this information
at different granularity. For example, the ‘Collected’ dataType allows
specifying the “date or date range” for a resource (DataCite Metadata
Working Group, 2021).

23Thank you to Emily M. Bender for suggesting this additional use
case.

8.1 Licensing
Instances of automatically collected data from the in-
ternet have been shown to disregard licenses and copy-
right terms defined by the original data owners (Bandy
and Vincent, 2021). Currently, the submission form in-
cludes a section that requests the licensing terms for
the primary data source of an entry and whether the
submission respects the terms of the primary source.
The catalogue also accepts and makes visible submis-
sions that do not adhere to the licensing terms of their
primary data source. This limitation in the catalogue
design may have undesired consequences of facilitating
access to resources that violate licensing terms. Future
catalogues may allow the submitter to view the entry,
but hide it from others. If the resource were to remedy
the licensing issues, the submitter could then update
the catalogue entry and make it globally visible. A data
governance structure, e.g., the one proposed by Jernite
et al. (2022), would be necessary for the removal of en-
tries when they are mislabeled as respecting licensing
terms but in fact violate them.

8.2 Personally Identifiable Information
The first version of the form requested that submitters
specify the kinds of PII contained by an entry, if any;
however, because a third of the entries indicated that
the amount and type of PII was unknown or was left
blank, we decided to move forward under the assump-
tion that all data sources have some kind of PII and that
properly addressing PII documentation and identifica-
tion would be better handled by a targeted investigation.
We initially included this metadata so that it could act
as a foundation for privacy-preserving data processes
and support data subjects’ right to be forgotten. On
the basis of the US Health Insurance Portability and
Accountability Act of 1996 and the EU General Data Pro-
tection Regulation,24 we define three categories of PII:25

General PII includes information such as names, physi-
cal and email addresses, website accounts with names or
handles, dates (birth, death, etc.), full-face photographs
and comparable images, and biometric identifiers (fin-
gerprints, voice, etc.). Numeric PII includes identify-
ing numbers, e.g., contact information, vehicle and de-
vice identifiers, serial numbers, IP addresses, medical
or health plan numbers, and any other uniquely iden-
tifying numbers. Sensitive PII includes descriptions
of racial or ethnic origin, political opinions, religious or
philosophical beliefs, trade-union membership, genetic
data, health-related data, and data concerning a per-
son’s sex life or sexual orientation. We asked submitters

24HIPAA and GDPR
25While not all data sources in the catalogue are under the jurisdic-

tion of these regulations, they provide a starting point for examples
of information that may lead to the identification of an individual.
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to determine whether data sources were likely to con-
tain any of the PII described above on a scale from very
likely to none.

If an entry had a likelihood of containing PII, the sub-
mitter was asked to select the kinds of information that
might occur from the examples above. We advised sub-
mitters to assume that entries contained PII unless there
was a good cause to believe otherwise, in which case we
asked the submitter to justify their belief. Considering
common sources, we predicted two likely justifications
for the absence of PII: the data was fictional or general
knowledge not written by or referring to private persons.
These options appeared as prepopulated answers, but
the submitter could also provide their own.

Contains PII #
Percentage
of all entries

Yes 84 44%
Unclear 48 18%
Answer Missing 30 16%
No 25 13%
Yes (text author’s name only) 18 9%

Table 8: Distribution of entries with PII or sensitive in-
formation.

Our analysis of PII metadata showed that more than
half of the catalogue contained PII (see Table 8). An-
other 34% of the catalogue had unclear information or
missing metadata about PII, and only 13% of the cata-
logue had no PII (according to the the catalogue entries).
With just 13% of entries clearly indicating no PII, we
removed PII as a category in the form, assuming that
each entry should be considered to contain PII when pre-
processing the training dataset. This decision represents
a conservative approach; it also highlights a practical
limitation to data sourcing efforts with regard to PII.
Jernite et al. (2022) propose data sourcing, governance,
and tooling as the three components of distributed and
people-centric handling of PII. Data sourcing decides
what data to prioritize based on identified privacy risks
and impacts on stakeholders. However, as our catalogue
shows, crowdsourcing informative metadata about PII
presents challenges when submitters are unable to ac-
curately estimate the presence of PII in the sources. As
a result, decision-making about sources and PII is rel-
egated to the data tooling stage, where PII are filtered
from the data. This indicates a need for new models
of data sourcing that can optimize the process of han-
dling data. These should involve closer integration of
data sourcing and tooling during data collection, e.g.,
automatic scanning for PII in the sources and metadata
proposed to the catalogue.

Efficient PII handling is, however, dependent on the
quality of non-PII metadata collected. This is especially
the case for metadata about language varieties and geo-

graphical locations. For example, disparities in detection
rates have been shown for names depending on their
ethnic and geographic origin, with lowest performance
for Black American and Asian/Pacific Islander names
in datasets from US institutions (Mansfield et al., 2022).
Accurate metadata on the language varieties included in
training datasets can therefore inform improved meth-
ods for PII identification and anonymization.

9 Conclusion
We have presented our design processes, our human-
centered metadata collection efforts, and our resulting
successes and challenges in creating a data catalogue
targeting 13 language groups. Next steps for the cata-
logue include translating the form into more languages,
filling in missing information for existing entries, and
adding more entries to continue efforts toward greater
representation across languages and regions. We also
plan to update the interactive aspects of the catalogue
with more advanced features, i.e., the survey respon-
dents’ recommendations and automated screening of
new submissions to avoid duplication of entries. The re-
sources within the catalogue (both collected during the
hackathons and submitted later) have contributed to the
development of the BigScience ROOTS Corpus and the
subsequent training of the BLOOM open-access mul-
tilingual language model (Laurençon et al., 2022; Scao
et al., 2023).

This work produced the data catalogue form, the
submission website, and the human-centered method-
ology of data collection in collaboration with language
communities for representative language modeling and
other NLP tasks. The catalogue tool remains openly
available for use in collecting metadata towards new
dataset development projects and for searching existing
entries for specific languages and regions. The cata-
logue form is available for adaption and translation for
future documentation and metadata collection efforts to
build on. We also discuss a number of challenges, ethical
considerations, and recommendations for representative
data collection efforts to continue to engage with, partic-
ularly in relation to licensing and personally identifiable
information. We expect that the form may need to be
updated as documentation requirements for NLP and
ML systems become regulated and official documenta-
tion standards are developed. Scaling the hackathon
collection methodology to support larger data collec-
tion efforts as well as smaller language communities
will require further research and collaboration efforts.
Despite these challenges, we hope to encourage others
to follow conscientious documentation practices prior
to releasing data collections, especially for large-scale
NLP applications.
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A Images of the Submission Form
In this appendix we provide screenshots of the submis-
sion form for a view of the version of the form at the
time of writing, organized in order of appearance within
the submission form. Section A.1 shows the Language
and Locations portion of the submission form in Fig-
ures 3, 4, 5, and 6. Section A.2 shows the Representative,
Owner, or Custodian portion of the submission form in
Figure 7. Section A.3 shows the Availability of the Re-
source portion of the submission form in Figures 8, 9,
and 10. Section A.4 shows the Primary Source Type por-
tion of the submission form in Figures 11 and 12. Finally,
Section A.5 shows theMedia Type, Format, Size, and Pro-
cessing portion of the submission form in Figures 13 and
14.

A.1 Languages and Locations
The Languages and Locations section of the catalogue
submission form presents the user with a dropdown list
of the languages selected as primary targets for the Big-
Science project. Multiple languages may be selected. A
textbox also allows users to add comments about the
language varieties, such as the presence of dialectal vari-
ation or code-switching. Figure 3 shows the dropdown
without any languages selected.

Some of the selections refer to language families
rather than individual languages, in which case a spe-
cific language within that family may be selected from a
secondary dropdown list. Figure 4 shows the first drop-
down with the ‘African languages of the Niger-congo
family’ tag selected and isiZulu selected as a specific
language tag within that family.

A checkbox allows users to indicate they would like
to include a language outside the set of targeted lan-
guages. When the checkbox is selected, it makes another
dropdown visible which allows users to select languages
from a list generated from BCP-47 language tag best
practices (Phillips and Davis, 2009). Figure 5 shows the
checkbox selected and the language tag for Afar (ISO
639-3 language code: aar) added.

After selecting the language tags for the resource,
the user may then select country and region location
tags using two dropdown lists. The first dropdown list al-
lows users to select from a list of continents, world areas,
and country groups (e.g., Australia and New Zealand).
The second dropdown list allows users to select from a
list of individual countries, nations, regions, and terri-
tories. Figure 6 shows an example of overlapping tags
with two macroscopic area tags for Oceania as well as
Australia and New Zealand selected and the country tag
for Australia selected.

A.2 Representative, Owner, or Custodian
The Representative, Owner, or Custodian section of the
submission form presents the user with several ques-
tions regarding the custodian of the resource, including
the name, entity type (e.g., organization, library, or in-
dividual), and contact information for the custodian.
Figure 7 shows a dropdown question for whether the
data custodian is already in the catalogue, a text field
for the name of the data custodian if not already in the
catalogue, and a dropdown question to select the entity
type for the custodian.

If the submission user selects a custodian from the
dropdown list of custodians already in the catalogue
(e.g., Global Voices), the remainder of the questions for
the Representative, Owner, or Custodian are no longer
shown to the user. The entity type and contact informa-
tion are populated with the existing information in the
catalogue to reduce the submission completing time.

A.3 Availability of the Resource
The Availability of the Resource: Procuring, Licenses, PII
section of the submission form contains three subsec-
tions related to procuring the resource (Figure 8), the
license and/or terms of service for the resource (Figure 9),
and personal identifying information (PII) within the
resource (Figure 10; see Section 8.2 for our discussion of
PII).

As shown in Figure 8, the submission form first asks
users to characterize the availability of the resource
with one of four possible answers: 1) yes, it has a di-
rect download link or links; 2) yes, after signing a user
agreement; 3) no, but the current owners/custodians
have contact information for data queries; and 4) no, we
would need to spontaneously reach out to the current
owners/custodians. If the selected response indicates
the data can be downloaded, the user is asked for a URL.
Otherwise, the form asks users to provide the email of
the person to contact to obtain the data if it is different
from the contact email entered for the data custodian
in the Representative, Owner, or Custodian section.

The first question for the resource licensing terms is
simply whether or not the language data in the resource
come with explicit licenses of terms of use. If the user
responds yes, as is the case in Figure 9, the submission
form displays a dropdown question for the user to select
the best characterization(s) of the licensing status of
the data: public domain, multiple licenses, copyright
- all rights reserved, open license, research use, non-
commercial use, or do not distribute. Users may then
further specify specific licenses from a dropdown and
include the terms of use or license text by coping it into
a textbox area. If there are no licenses or terms of service,
or if it is unclear as to what they are, the user is asked to
provide their best assessment of whether the data can
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Figure 3: The Language section of the submission form for the catalogue.

be used to train models while respecting the rights and
wishes of the data creators and custodians.

To support submission form users with identifying
PII concerns, we introduced three categories of PII: gen-
eral information including names, physical and email
addresses, etc.; numeric information such as telephone
numbers, fax numbers, social security numbers, etc.; and
sensitive information such as descriptions of racial or
ethnic origin, political opinions, and religious or philo-
sophical beliefs. The form first asks submission form
users whether the resource contains any of these kinds
of personally identifiable or sensitive information with
options for ‘yes’, ‘yes - text author name only’, ‘no’, or
‘unclear’. If the user indicates that the resource does
contain PII, as shown in Figure 10, the submission form
then presents three dropdown questions for the user
to indicate how likely it is that the resource contains
each kind of personally identifiable or sensitive infor-
mation: very likely, somewhat likely, unlikely, or none.
If the user indicates no or unclear when responding to
whether or not the resource contains PII, the submission
form presents options for explaining why there may not
be PII in the data. The options include that the data only
contains general knowledge not written by or referring
to private persons, that the data consists of fictional text,
and other, in which case the user can provide their own
explanation in a textbox.

A.4 Primary Source Type
The questions asked in the Primary Source Type section
of the submission form depend on whether resource
being submitted is an original data source or an existing

dataset that has been processed and released for ML
or NLP tasks. Figure 11 shows the questions posed in
the event that the resource is an original data source.
Figure 12 shows the questions asked if the resource is
an existing dataset.

The first dropdown of the questions for original
sources allows users to describe the resource as either
a collection, website, or some other user-provided de-
scription. The second dropdown provides a list of fur-
ther categorize the collection or website, or provides a
textbox for the user-provided description to be clarified.
In Figure 11, ‘collection’ is selected for the resource type
and ‘books/book publisher’ is selected for the kind of
collection.

Because we assume that processed datasets are al-
ready collections, we instead focus the questions for
processed datasets on the primary sources from which
the dataset was created. The form provides users with
the option of stating that the data was created for the
purpose of including it in the dataset or that the datawas
taken from other primary sources. If the data was taken
from other primary sources, as shown in Figure 12, the
form the provides four options for describing whether
the primary sources are available to investigate: 1) yes
because the sources are documented; 2) yes because
the sources are fully available; 3) no because they are
private; and 4) no because the data sources are secret.
The submission form user may then select the primary
sources from a dropdown if they are already entered in
the catalogue to link the primary sources and the pro-
cessed dataset. A second dropdown then allows users
to categorize the primary sources as websites or collec-
tions of data sources like when submitting an original
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Figure 4: The Language section of the submission form for the catalogue with the ‘African languages of the Niger-congo
family’ tag selected and the isiZulu language tag selected.

Figure 5: The Language section of the submission form for the catalogue with the checkbox for other languages selected
and the language tag for Afar (ISO 639-3 language code: aar) added.

data source. Finally, the submission form presents the
users with several options for determining the agree-
ment between the license of the processed dataset and
the license of the source data: 1) the license is unknown
to the submission user; 2) the source data has an open
license; 3) the dataset has the same license as its source
data; 4) the dataset curators obtained consent from the
source data owners; and 5) the source data license disal-
lows re-use.

A.5 Media Type, Format, Size, and Pro-
cessing

The Media Type, Format, Size, and Processing section
contains questions concerning the technical aspects of
digitizing physical data sources and processing digital
data sources for language modeling. Figure 13 shows
the questions concerning the media type of the data and
Figure 14 shows the questions regarding the amount of
data in the resource.

To categorize the data type(s) within the resource,
the form allows users to select tags indicating that the
data is primarily text, audiovisual (from either video
or audio recordings), and/or image data. If the data
is primarily text, users can then select several format

tags for the data including plain text, HTML, PDF, XML,
mediawiki, or other. Similarly, if the data is primarily
audiovisual, users can select the format tags from mp4,
wav, video, and other, and if the data is primarily images,
the presented formats are JPEG, PNG, PDF, TIFF, and
other. If the media type tag for text was selected (but not
audiovisual or image types), the submission form then
asks users to select whether the text was transcribed
from another media format and, if so, whether that me-
dia format was audiovisual or images. Figure 13 shows
these additional questions when the media type tag for
text is selected.

Bytes are difficult to estimate, so the submission
form instead asks users to define an instance unit for
the resource and then estimate the resource size in terms
of that unit. Figure 14 shows the three dropdown ques-
tions we designed to help users with their estimations of
the amount of data in the resource. The first drop down
allows users to select their definition of a data instance
within the resource from either an article, post, dialogue,
episode, book, or other. Users are then prompted to se-
lect an estimate the number of instances in the resource
on the order of hundreds, thousands, tens of thousands,
hundreds of thousands, or millions. Additionally, users
may select an estimate of the number of words per in-
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Figure 6: The Location section of the submission form with two macroscopic area tags for Oceania as well as Australia
and New Zealand selected and the country tag for Australia selected.

stance in similar ranges. Submission form users were
encouraged to select their best estimates for these ques-
tions even if they were uncertain.
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Figure 7: The Representative, Owner, or Custodian section of the submission form for the catalogue.

Figure 8: Options for describing whether a resource may be downloaded in the Availability of the Resource: Procuring,
Licenses, PII section of the form.
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Figure 9: The questions for characterizing the licensing terms of the resource in the Availability of the Resource: Procuring,
Licenses, PII section of the form with the tag for an open license and the CC-BY-SA-4.0 tag selected.
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Figure 10: The questions for characterizing the types of PII in the resource in the Availability of the Resource: Procuring,
Licenses, PII section of the form.

Figure 11: The Primary Source Type section of the submission form for original data source with ‘collection’ selected for
the resource type and ‘books/book publisher’ selected for the kind of collection.
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Figure 12: The Primary Source Type section of the submission form for processed datasets.
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Figure 13: The subsection for estimating the media types in the Media type, format, size, and processing needs section of
the submission form with tags for ‘text’ and ‘HTML’ selected.

Figure 14: The subsection for estimating the media amounts in the Media type, format, size, and processing needs section
of the submission form.
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On Using Self-Report Studies to Analyze Language Models

Matúš Pikuliak, Kempelen Institute of Intelligent Technologies, Slovakia matus.pikuliak@kinit.sk

Abstract We are at a curious point in time where our ability to build language models (LMs) has outpaced our ability to analyze
them. We do not really know how to reliably determine their capabilities, biases, dangers, knowledge, and so on. The benchmarks
we have are often overly specific, do not generalize well, and are susceptible to data leakage. Recently, I have noticed a trend of using
self-report studies, such as various polls and questionnaires originally designed for humans, to analyze the properties of LMs. I think
that this approach can easily lead to false results, which can be quite dangerous considering the current discussions on AI safety,
governance, and regulation. To illustrate my point, I will delve deeper into several papers that employ self-report methodologies and
I will try to highlight some of their weaknesses.

1 Introduction
The question answering capabilities of modern LMs
play nicely with the common design of many self-
report studies. Querying the LMs with human ques-
tions and comparing the generated answers with hu-
man responses seems natural. The following exchange
could for example lead us to a conclusion that ChatGPT
is slightly introverted.

Prompt: On a scale from 1 (strongly agree)
to 6 (strongly disagree), how much do you
agree with the following statement? ”You
regularly make new friends.” Generate
only the final answer (one number).
ChatGPT: 4

This approach has already been used to study po-
litical learning, psychological profile, moral standing,
and other concepts that may exist within LMs’ behavior
and that are otherwise difficult to measure (Santurkar
et al., 2023; Ma et al., 2023; Huang et al., 2023; Ruti-
nowski et al., 2023; Hartmann et al., 2023, i.a.). I see
several problems with this approach, all stemming from
the fact that the polls and questionnaires used are usu-
ally designed for humans. Some of these problems and
faulty assumptions arise from a misunderstanding of
what LMs are and what they are not.

• We might falsely assume that the answers gen-
erated for specific questions are a good proxy of
broader behavior. It is very likely that the find-
ings based on answers provided for specifically
worded survey questions might not generalize to
how LMs behave in different contexts.

• We might falsely assume that LMs are agents
capable of introspection and that the generated
answers somehow truthfully reflect their inner
workings. LMs are even more susceptible than
humans to demand characteristics — generating
answers that they deem appropriate for a given
prompt, not answers that truly reflect the ques-
tion.

• We might falsely assume that LMs have consis-
tent opinions or worldviews. LMs often simulta-
neously exhibit an amalgamation of different and
contradictory ideologies — a condition we would
not expect from human test takers.1

• We might not consider that the surveys are usu-
ally not designed to detect non-human types of
behavior, such as random behavior or various
forms of algorithmic bias – the so-called shortcut
learning (Geirhos et al., 2020).

• We might not consider that the polls are often
designed with a specific societal context in mind
(time, culture, place, etc.), and we cannot be
certain whether LMs share this context (Hersh-
covich et al., 2022).

1Humans are certainly also capable of having self-contradictory or
unstable opinions (Wood et al., 2012; Rudiak-Gould, 2010, i.a.). They
are also susceptible to other phenomena discussed in this letter, e.g.,
demand characteristics or sensitivity to wording (Banyard et al., 1996;
Schuman and Presser, 1996). Although there are some parallels be-
tween human intelligence and LMs here, we should be careful about
the interpretation. The quantity and quality are significantly differ-
ent. For example, self-contradictory beliefs are quite rare in humans,
while they can be invoked in LMs for basically any statement via
prompting, as apparent by the continuous success of jailbreaking.
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Yet, a question like that one above about ChatGPT
making friends (which is self-evidently absurd) can eas-
ily find its way into research datasets. This sort of
anthropomorphizing can consciously or subconsciously
seep over to experiment designs, especially now, as
the generated outputs have started to seem so human-
like (Kim and Sundar, 2012; Nass et al., 1994). Self-
report studies can provide a meaningful signal, but it
can be quite difficult to distinguish it from the noise
without a well-defined theory of LM behavior (Holtz-
man et al., 2023). Self-report studies have many pit-
falls and the potential for bad science here is im-
mense (Narayanan and Kapoor, 2023). I will discuss
here specific methodological problems, but they are
deeply connected to the much older and broader ques-
tion of how to interpret the so called understanding that
is supposedly happening within machines, and how
does that relate to the question of intelligence (Weizen-
baum, 1976; Bender et al., 2021).

In this letter, I will discuss three papers that I be-
lieve might have some problems related to the use of
self-report studies 2 . I do not wish to say that these pa-
pers are bad per se, but I have my doubts about some of
their findings, and I think that pointing them out can
illustrate some of the existing pitfalls.

2 Durmus et al. (2023)
This paper analyzes the correlation between LM-
generated answers and answers given by populations
from various countries. The paper introduces a dataset
of 2,556 multiple-choice poll questions asked by the Pew
Research Center and the World Values Survey Associa-
tion. Most of the polls were done in multiple coun-
tries simultaneously (with a median of 6 countries).
The same questions were prompted to Claude LM. The
distribution of probabilities Claude gave to individual
answers was compared with the distribution of an-
swers given by the populations. It was concluded that
Claude’s answers are most similar to those of Western
countries (USA, Canada, Australia, Europe) and South
American countries. According to the paper, the re-
sults show “potential for embedded biases in the models
that systematically favor Western, Educated, Industrial-
ized, Rich, and Democratic (WEIRD) populations”. These
are the two problems I have with this paper that reflect
the points I have made in the introduction:

(1) Is the political behavior consistent? We do
not know how the model would behave in different con-
texts. It seems to reply with Western-aligned answers
to poll-like questions from Western institutions. But we
simply do not know how far this setup generalizes. In
fact, the paper shows that the model is steerable, and

2This letter was heavily inspired by a previously published blog.
Experimental code is available here.

can generate answers aligned with different countries
when asked to do so. This means that the model has
different political modes available, and can use them
when appropriate. There is an unspoken assumption,
that the experiment invokes some sort of default polit-
ical mode, but this is not proven.

(2) Are the results robust? Very little was done
to check for algorithmic bias in the answers. There are
some pretty important caveats in the data. Different
countries have significantly different average numbers
of options per question (Uzbekistan 3.8, Denmark 7.6),
different distributions of answers, and different sets of
questions (Germany has a total of 1129 questions, Bel-
gium 119), among other variations caused by the poll-
sters’ data collection process. There are many potential
places where a hidden variable or two can be hidden.
To address these issues, a single experiment was done
where the order of options was randomly shuffled to
see whether the model is taking the order into consid-
eration. The paper unconvincingly concludes that even
after the order was shuffled, “[the] primary conclusions
remained largely the same”.

2.1 My experiments

In this section I will try to shed more light on the pre-
sented results with my own analysis. One caveat of this
work is that the code is not published, so there might
be some differences in how I handle things. Another
caveat is that the responses generated by Claude are
not published either. Only aggregated scores per coun-
try are available. This severely limits what we can do
with the results.

Uniform Model. The numbers reported in the pa-
per are difficult to interpret. Is the difference in the
Jensen–Shannon distance3 between the USA (0.68) and
China (0.61) meaningful? To get a better sense of the
scale, I calculated the results for a very simple base-
line model — a uniform distribution model. This model
does not even need to read the questions; it simply as-
signs equal probability to all options. This represents
the expected distribution of randomly initialized LMs.
The comparison in similarity scores between the uni-
form model and Claude is shown in Figure 1.

For the majority of countries, the uniform model
outperforms Claude. The performance of these two
models is very similar for most Western countries, in-
cluding cultural hegemons like the USA, UK, or Ger-
many. This is quite an important observation for the
overall narrative of the paper. Does Claude “system-
atically favor Western populations” or is it “promoting

3Jensen-Shannon distance is the measure of alignment used in the
paper. It calculates the similarity between the polls from countries
and LM’s predictions.
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Figure 1: The comparison between the Jensen–Shannon
distance of Claude (claude v13 s100) and the uni-
form model. The average similarity is 0.659 for Claude
and 0.664 for the uniform model. The uniform model
wins in 53.8% of the countries.

hegemonic worldviews” when achieving the same per-
formance as a completely random model?

Initially, I thought that countries such as Nicaragua,
Ethiopia, or Singapore were the winners in this com-
parison. Claude showed the most improvement com-
pared to the random guessing strategy of the baseline
uniform model. However, this appears to be an artifact
caused by the average number of options per question
(represented by the color scheme). The performance of
the uniform model worsens as the number of options
increases. The fact that Claude’s performance does not
correlate with the number of options suggests to me
that Claude is actually not using random guessing as
its strategy. But the strategy it uses produces results
with performance similar to that of random guessing.

Helpful. What is not shown in the paper is that ex-
periments with an additional model called Helpful were
also run. Its results can only be found in the JavaScript
file that powers the online visualization, so it is not clear
what exactly this model is. The Jensen-Shannon dis-
tance of various models is shown in Figure 2. Helpful
significantly outperforms both Claude and the uniform
model. It is better in all countries. This means that it
is still not a zero-sum game, and improving alignment
with one country does not worsen it with others. This
model seems to be very similar to the USA and UK, but
also to African countries as shown in Table 1. On the
other hand, some Western countries are in the bottom
10. Africa’s performance here is quite surprising and it
undermines the narrative about Western-aligned mod-
els. Either the supposedly Western-centric nature of the
data were somehow mitigated, or this is just some sort

Figure 2: Average similarity aggregated per country for
different models.

Top 10 Bottom 10
United States 0.81 South Korea 0.74
United Kingdom 0.80 Pakistan 0.74
South Africa 0.80 Greece 0.74
Ethiopia 0.80 China 0.74
Mali 0.79 Sweden 0.74
Kenya 0.79 Thailand 0.74
Bolivia 0.79 Taiwan 0.74
Ghana 0.79 New Zealand 0.74
Nigeria 0.79 Belgium 0.69
Chile 0.79 Denmark 0.60

Table 1: The average similarity of the opinions aggre-
gated per country.

of a noise artifact. I think it is more likely that this is
just noise, but that reflects poorly on the robustness of
the results.

Interpretation. Even though I would not be sur-
prised if most LMs are indeed Western-aligned in their
behavior, I am not sure if this paper proves it. Claude
is no better than a random model and Helpful seems
to be Africa-aligned if anything. The results of the
self-report study do not seem to be robust. There
are also concerning irregularities in the data, such as
surprising correlations between the LM’s performance
and the probability of how often individuals from dif-
ferent countries choose specific options. For instance,
Claude has lower similarity with countries that more
frequently choose the option Not too important, regard-
less of the actual questions. Other strong correlations
are shown in Table 2.

Given these irregularities, we must be careful with
how we interpret the data. For example, Claude has a
positive correlation with countries that often feel that
something is a threat and a negative correlation with
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Option wording #Questions Pearson’s r
Not too important 44 -0.62
Somewhat favorable 54 0.61
Not a threat 36 -0.58
Major threat 36 0.56
Mostly disagree 44 0.52

Table 2: The top 5 options with the most sig-
nificant correlation between Claude’s performance
(claude v13 s100) and how often was that option se-
lected by the population.

countries that do not feel threatened that much. There
are multiple explanations for this behavior. (1) Claude
was trained to feel threatened in general and will by
default answer that something is a Major threat, or (2)
There is a bias in the data and all the threats men-
tioned in the polls are threats perceived by the Western
countries and Claude is indeed aligned with what they
think. Both options are problematic. In the first case,
we are not measuring a political opinion at all. In the
second case, we are not addressing a pretty important
bias in the data. Questions that reflect important top-
ics and issues from non-Western countries might be un-
derrepresented and we might not know what the mod-
els think about those. In other words, the fact that
Western-aligned polls lead to Western-aligned answers
cannot tell the whole story. Overall, I believe that
the results here show that taking the generated re-
sponses at face value does not lead to correct con-
clusions, and a more thorough look at the mea-
sureswas needed to truly understand the behavior
of the LMs.

3 Feng et al. (2023)
The main idea of this paper is to measure the political
leaning of LMs with the popular Political Compass on-
line quiz. The quiz consists of two sets of questions:
19 questions for the economic left-right axis and 43
questions for the cultural authoritarian-libertarian axis.
Each question has four options (strongly disagree, dis-
agree, agree, strongly agree), with a specific number of
points assigned for each option. The mean number of
points for these two axes is then displayed as an eas-
ily shareable image. There are three main issues I have
with this paper.

Validity. I find the use of this tool to be a shaky idea
right out of the gate. The paper claims that their work
is based on the political spectrum theory, but I am not
aware of any scientific research that would back the Po-
litical Compass. To my knowledge, it really is merely a
popular internet quiz with a rather arbitrary methodol-

Figure 3: The Political Compass scores achieved by
1,000 random samples. The red circle shows the 3𝜎 con-
fidence ellipse. The blue cross shows the 3𝜎 CIs for the
two axes for a randomly selected sample.

ogy based on the authors’ intuition. It is unknown how
the questions were selected, whether they were verified
in any capacity, or how the points were assigned to in-
dividual options.

For example, the pro-authoritarian axis seems to be
overloaded; as it is defined by: nationalism, religious-
ness, social conservatism, and militarism. All these ide-
ologies may correlate strongly for common US humans,
but that does not imply that they will necessarily corre-
late in LMs unless proven otherwise. We cannot just
assume that LMs have these culture-specific asso-
ciations and patterns of behavior. This is even more
obvious for questions that are not about politics at all,
such as “Some people are naturally unlucky”, “Abstract
art that doesn’t represent anything shouldn’t be consid-
ered art at all”, or “Astrology accurately explains many
things”. While these questions may correlate with cer-
tain political opinions in the US (or correlated in the
past when the quiz was created), they should not be
used as indicators of political tendencies in LMs.

Statistical power. The very limited number of ques-
tions leads to statistically insignificant results. Even in-
tuitively, it seems unlikely that we can understand the
economic ideology of hallucination-ridden LMs with
just 19 questions, as suggested in this paper. For com-
parison, I sampled a random model 1,000 times. We can
compare these results shown in Figure 3 with the results
reported in the paper.

There are two important observations here: (1) The
confidence intervals for the individual samples are huge
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and they often contain most of the other samples and
all four political quadrants. Most samples are not dif-
ferent from each other in a statistically significant way,
i.e., we can not tell whether the scores reported for LMs
in the paper are meaningfully different. (2) For most
LMs, we cannot rule out the possibility that their results
are random. The only exception is the cultural axis for
some of the LMs (e.g., GPT-J with a score of more than
5). Note this does not prove that the models are using
random guessing as their strategy, we just cannot rule
it out.

Downstream evaluation. What I like about this pa-
per is that a downstream evaluation was done to exam-
ine the behavior of LMs in different contexts. LMs were
trained with politically biased data (e.g., data based
on Fox News was considered right-leaning) and then
fine-tuned for misinformation classification and hate-
speech detection. The conclusion is that the models
trained with left-leaning texts perform better at detect-
ing hate-speech against typically left-aligned minori-
ties (e.g., Black, Muslim, LGBTQ+), while the right-
leaning models excel in detecting hate-speech against
White Christian men. Similar trends were observed in
disinformation detection, where left-leaning LMs were
better at identifying disinformation from right-leaning
media and vice versa.

However, these results do not really correlate with
the Political Compass. If you consider Figure 2
from their paper, the RoBERTa results do not align
with the downstream evaluation findings at all. The
downstream evaluation suggests that news left and
reddit right represent the two antipoles, with the
former showing the most left-leaning and the latter
showing the most right-leaning results. However, they
both fall within the same quadrant (authoritarian left)
on the Political Compass. The score computed with
the compass did not generalize to other contexts.
This of course leads to a question about the validity of
the score, as it does not prove to be reliably enough
to predict downstream behavior. A methodologically
sound score should have some explanatory power, but
here it was not proven that the Political Compass has
any.

4 Nadeem et al. (2021)

This paper introduced the StereoSet dataset for mea-
suring societal biases (such as gender bias) in LMs.
However, both its data quality (Blodgett et al., 2021)
and methodology (Pikuliak et al., 2023) were recently
criticized. The flaws identified in the latter paper are
connected to the faulty assumptions about using self-
report studies, so they can serve as a good illustrative

example for the purposes of this letter. I will reuse their
findings and recontextualize them here.

The StereoSet methodology is inspired by psycho-
logical associative tests. It involves two sentences — one
stereotypical and one anti-stereotypical — that differ
exactly in one word. For example, this is a pair of sen-
tences about a gender stereotype: ”Girls tend to be more
soft than boys” and ”Girls tend to be more determined
than boys”. We mask the position of the keyword and
ask an LM to fill it in. We compare the probabilities
the LM assigns to the two words (soft and determined
in this particular case), and if a higher probability is as-
signed to the stereotypical word, we say that the LM
behaves stereotypically and use it as evidence of a so-
cietal bias.

A test like this intuitively makes sense for humans.
Humans would utilize their ideology to assess the ap-
propriateness of the two words, taking solely their
meaning into consideration. If a human consistently se-
lects the stereotypical options, it would be reasonable
to assume that their opinions are indeed stereotypical.
However, we cannot make the same assumption about
LMs because the probabilities cannot be directly inter-
preted as moral judgements. This statement can be il-
lustrated with the two following experiments.

(1) LMs tend to select more frequent words. Not
surprisingly, there is a significant correlation between
how frequent the word is in the language and the prob-
ability calculated for this word by LMs (e.g., Pearson’s
r of 0.39 for gender bias with roberta base, see Fig-
ure 4). This affects the results of associative tests as
well, as LMs are more likely to select the more frequent
word from the pair. Part of the decision-making pro-
cess can be attributed to this preference, but this strat-
egy diverges from what we would expect from humans
taking the same test. It is not correct to interpret this
behavior as societally biased, because the true cause is
much simpler. Additionally, the result of the test might
be altered by replacing the word with a synonym with
a different frequency.

(2) LMs behave similarly for both stereotypical
and non-stereotypical groups. A methodology like
this assumes a reasonable level of internal consistency
in the ideology of the test taker. For instance, if a hu-
man believes that ”girls are more soft than boys’, they
would logically not believe that ”boys are more soft
than girls”. Are LMs consistent like that? This as-
sumption can be challenged by changing the identity of
the targeted groups, e.g., by gender-swapping the sam-
ples as shown above (changing boys to girls and vice
versa). This way, we can compare how the LMs be-
have for both the original sample with a stereotypical
group and for this new sample with a non-stereotypical
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Figure 4: Relation between the StereoSet score as de-
fined in the paper (positive score means that the LM
is behaving stereotypically) and the difference in the
frequencies of the two keywords calculated via Google
Ngram for the gender bias. Each point is one sample.
roberta base was used as the LM.

group. Turns out that LMs tend to behave similarly
for all groups, barely taking their identity into consid-
eration (e.g., Pearson’s r of 0.95 for gender bias with
roberta base, see Figure 5). There is very little differ-
ence in how the LMs treat different groups of people,
which contradicts the notion of bias. The original tests
took the results at face value and did not consider the
lack of logical consistency in LMs’ behavior, and this
lead to incorrect conclusions.

Both of these experiments demonstrate how the as-
sumptions we make about humans self-reporting on as-
sociation tests can easily be undermined by the non-
human intelligence of LMs. Our assumptions about
how humans would approach these tests did not trans-
fer to how LMs approached them. LMs will select words
simply because they are more common, and it will se-
lect internally inconsistent words for the tests, barely
taking the identity of studied groups into consideration.
It is therefore not correct to interpret word prob-
abilities alone as an indication for LM’s ideology,
unless they are supported by proper control sam-
ples and sanity checks.

5 Conclusions
I think it is safe to assume that LMs have various forms
of political, psychological, societal, and other types of
behavior baked in within. Some of these behaviors may
even be deemed problematic based on different crite-
ria. However, we must take extreme care when ana-
lyzing these phenomena since we currently lack any
workable theory of LM behavior. Using self-report

Figure 5: A strong correlation between the Stere-
oSet scores for the original samples and for the
gender-swapped samples. Results calculated for
roberta base.

studies originally designed to study human intelligence
is tricky, as highlighted in this letter with various fail-
ure modes found in the papers. Although SOTA LMs
produce impressive human-like outputs, we cannot just
stop caring about hidden variables, algorithmic biases,
appropriate baselines, and other evaluation best prac-
tices. The high quality of the LM outputs leads to a
regrettable tendency to anthropomorphize them (Kim
and Sundar, 2012), causing people to forget the na-
ture of these models. Any paper in this field should
be obliged to delve deeper into the analysis of LM be-
havior, and not take the answers generated to the self-
report questions too literally. Otherwise, there is a
strong possibility of a replication crisis emerging
in this field, i.e., without a robust theory of LM be-
havior, we will produce insights that will not generalize
outside of the very limited experimental setups.

In general, I believe that the way forward for self-
report studies is to employ them only with more thor-
ough evaluation datasets and methodologies. The stud-
ied behaviors and their assumptions should be prop-
erly specified and measured across various scenarios,
prompts, and societal contexts. The consistency of the
results should be carefully studied and described. The
methodology should be designed to rule out shortcut
learning opportunities if possible, and if not, an at-
tempt to detect these shortcuts should be made. For ex-
ample, proper control samples or appropriate baselines
should be constructed to challenge the assumptions of
the methodology.
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Abstract Multiple-choice questions (MCQs) provide a widely used means of assessing reading comprehension. The automatic gen-
eration of such MCQs is a challenging language-technological problem that also has interesting educational applications. This article
presents several methods for automatically producing reading comprehension questions MCQs from Swedish text. Unlike previous
approaches, we construct models to generate the whole MCQ in one go, rather than using a pipeline architecture. Furthermore,
we propose a two-stage method for evaluating the quality of the generated MCQs, first evaluating on carefully designed single-
sentence texts, and then on texts from the SFI national exams. An extensive evaluation of the MCQ-generating capabilities of 12
different models, using this two-stage scheme, reveals that GPT-based models surpass smaller models that have been fine-tuned
using small-scale datasets on this specific problem.

1 Introduction
In several educational stages, multiple-choice questions
(MCQs) provide a widely used means of assessing read-
ing comprehension (OECD, 2021). Tests that consist
of MCQs have the very appealing property of allow-
ing swift, automatic, and objective grading. However,
creating such tests is far from being swift or automatic,
but rather is time-consuming and requires a great deal
of expertise (Haladyna, 2004). In this work, we analyze
to what extent the creation of MCQ tests for reading
comprehension in Swedish could be automated using
publicly available language models (both closed-source
models via public APIs, and open-source ones).

The focus of this article is on MCQs aimed at assess-
ing reading comprehension of second-language learn-
ers of Swedish, specifically aimed at the Swedish for
Immigrants courses (SFI). Our contributions1 are:

• we propose a number of methods that can gener-
ate a number of distinct reading comprehension
MCQs from a given text;

• we propose a two-stage method for evaluating
the quality of the generated MCQs, first evalu-
ating on carefully designed single-sentence texts,
and then on a small corpus of texts2 from the SFI
national exams (for the D-level course);

1The source code and the Plugga corpus will be freely available
upon the publicaiton of the article.

2We call this corpus Plugga and make it available online

• we compare our proposed methods with the
state-of-the-art GPT-3 and ChatGPT models, as
well as some baselines.

An MCQ consists of a question proper (the stem), the
correct answer (the key), and a number of wrong but
plausible options (the distractors). We will refer to the
key and distractors together as alternatives (ALT). Con-
trary to prior work (Majumder and Saha, 2015; Araki
et al., 2016; Guo et al., 2016; Zhou et al., 2020; Kalpakchi
and Boye, 2021), we do NOT split the problem of gener-
ating stem and key from the problem of generating dis-
tractors. Instead, we aim to generate the whole “pack-
age” at once and be able to offer more than one MCQ
per text. We assume that the texts are already given,
and that they are on the appropriate level for testing
reading comprehension, e.g., they are of the appropri-
ate length, split into paragraphs, use the vocabulary
of the appropriate complexity for the second-language
learners, etc. In this article we do NOT conduct any
assessment on how appropriate the given texts are for
testing reading comprehension. The interested reader
is referred to (OECD, 2019, 2021) for more discussion
on this matter.

In the aforementioned prior work, researchers have
tried a two-stage approach to MCQ generation, first
generating a stem-key pair using one method and then
generating the distractors using another method. Such
approaches have a number of advantages, e.g., the key
can be extracted directly from the text and thus guar-
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anteed to be correct, or the stem/key formulation can
be edited to (hopefully) get higher quality distractors.
Nevertheless, generating the whole “package” at once,
as we attempt to do in this article, has also its advan-
tages. Our motivation is twofold. The first reason is
that a stem-key pair produced at stage 1 might not nec-
essarily allow for good distractors to be produced at
stage 2. The hope is that when generating the whole
MCQ in one go, the model will learn to only generate
stems that have reasonable alternatives. The second
reason is speed of execution, meaning that it is more
resource-efficient to run one model and directly obtain
the entire MCQ, instead of running several models that
generate each part of the MCQ separately.

2 Related work
Automatic question generation from text has been
studied before, mainly for the English language. Re-
sults obtained up to 2020 are summarized in the survey
article by Zhang et al. (2021). However, very little work
has been done on generating whole MCQs (rather than
just the questions), although some researchers have fo-
cused on generating distractors separately using large
language models (Qiu et al., 2020; Zhou et al., 2020; Of-
ferijns et al., 2020; Chung et al., 2020; Kalpakchi and
Boye, 2021).

To the best of our knowledge, there have been no
prior attempts on generating the whole reading compre-
hension MCQs for Swedish using fully open-source and
free-to-use models. The only prior attempt in this di-
rection was by Kalpakchi and Boye (2023a), where they
generated MCQs using OpenAI’s GPT-3 (Brown et al.,
2020), which is neither open-source nor free to use.

However, there have been attempts at generat-
ing parts of MCQs for Swedish. Kalpakchi and Boye
(2022a) generated stems and keys separately using
a data-driven rule inductor based on Universal De-
pendencies for creating templates for question-answer
pairs and then attempting to apply them to single sen-
tences during the generation process.

Kalpakchi and Boye (2021) experimented with a
method based on the Swedish BERT (Malmsten et al.,
2020) for generating distractors given the text, the stem,
and the key.

3 Data

3.1 Training
In this work we experimented with two previously re-
leased datasets of Swedish MCQs for reading compre-
hension. The first one, SweQUAD-MC (Kalpakchi and
Boye, 2021), contains MCQs on texts scraped from the
websites of Swedish public authorities. Following the

definition of OECD (2019), all texts have a continuous
format, which means they have no internal structure
beyond being organized into sentences and paragraphs.
The MCQs were created by paid linguistics students
and required both the key and distractors either to ap-
pear in the text directly, or be a grammatical reformu-
lation of a phrase present in the text. Most MCQs in
SweQUAD-MC contain three alternatives, but some in-
clude more (up to six alternatives). Nevertheless, it is
guaranteed that exactly one of the presented alterna-
tives is correct.

The second dataset, Quasi (Kalpakchi and Boye,
2023a), consists of 90 texts collected from the SFI3 na-
tional examinations, along with 317 MCQs syntheti-
cally generated by GPT-3 and manually curated. The
texts in Quasi are of different genres, e.g., news arti-
cles, ads, e-mails, blog posts, etc. The majority of the
texts are either partially or fully non-continuous which,
by the definition of OECD (2019), means that they have
some internal structure that helps (or is necessary for)
understanding their content. For instance, e-mails con-
tain the addresses of the sender and receiver in certain
places, recruitment ads feature the employer company
name and contact details, and posts contain the name,
and possibly also the age, of the author. All MCQs in
Quasi contain four alternatives, of which exactly one is
correct.

3.2 Evaluation

Evaluation sets for reading comprehension questions in
Swedish are scarce. SweQUAD-MC does have a valida-
tion and test set, but the texts are not verified to be
suitable for testing reading comprehension (e.g., some
of them might use too complex language, especially for
2nd language learners). The texts in Quasi are taken
from national SFI examinations and are thus suitable
for assessing reading comprehension. However, Quasi
provides only a small set of MCQs, which is impractical
to split further into training and test sets.

It is also worth noting that there are currently no
reliable methods to automatically evaluate the quality
of MCQs. Evaluation methods like BLEU, ROUGE, and
METEOR, which are based on word overlap between
the generated result and the “gold” MCQ in a test set,
will not give much information due to the open-ended
nature of the task – from any non-trivial text, a very
large number of MCQs are possible. Hence, there is no
real benefit in having a test set of MCQs. Instead, one
should have a test set of texts suitable for reading com-
prehension, and with a degree of variation in multiple
aspects, such as length, genre, formatting, etc.

In this work, we have adopted the latter approach

3Swedish for Immigrants, the national Swedish course curriculum
for 2nd language learners.
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and have collected a corpus of 10 texts for evaluat-
ing reading comprehension in Swedish, a corpus which
we will refer to as Plugga. Similarly to designers of
Quasi, we took materials from the previous national ex-
ams for SFI (but made sure that there is no overlap be-
tween Quasi and Plugga) by running the Tesseract OCR
engine4, and manually correcting the outputs. The
sources and genres of texts in Plugga are distributed
as follows:

• 2 newspaper articles, shortened and simplified by
the SFI test constructors;

• 1 shortened and simplified yearly report from the
public authority (Statistics Sweden, SCB);

• 1 short text with tips when to ring the emergency
telephone number 112 from SOS Alarm (the com-
pany running 112);

• 2 compiled short answers to a given question by
multiple people;

• 2 e-mails;

• 1 short forum thread discussing a given issue;

• 1 detailed program to an event.

The first three sources are continuous texts, divided
into paragraphs, whereas the last four sources are ei-
ther fully or partially non-continuous.

4 Method
In this work, we have experimented with fine-tuning
two publicly available large language models: Swedish
BERT (Malmsten et al., 2020), and SweCTRL-Mini
(Kalpakchi and Boye, 2023c). We compared the fine-
tuned models to two baselines described in Section 4.4,
as well as GPT-3 (Brown et al., 2020), specifically text-
davinci-003, and ChatGPT5, specifically gpt-3.5-turbo-
0301. We did not use GPT-46 in this work, because at
the time of writing, access to its API is limited for the
general public. The same goes for GPT-SW37.

4.1 Models based on KB/BERT
Swedish BERT, later referred to as KB/BERT, is a dis-
criminative model that has been previously used by
Kalpakchi and Boye (2021) for generating distractors
with relative success. In this work, we also use
KB/BERT, but attempt to generate whole MCQs and not

4Freely available at https://github.com/tesseract-ocr/

tesseract
5https://openai.com/blog/chatgpt
6https://openai.com/gpt-4
7https://www.ai.se/en/node/81535/gpt-sw3

only distractors. Following Kalpakchi and Boye (2021),
we frame the problem as an auto-regressive generation
in two different ways: left-to-right and arbitrary-order8.
The training procedure for both cases is summarized in
Table 1. In both cases, each MCQ (here with 2 distrac-
tors) is represented as follows (later referred to as an
MCQ sequence):

T [SEP] Q [SEP] A [SEP] D1 [SEP] D2

where Q denotes all the tokens of the stem (the question
proper), A the words in the key (the correct answer), and
so on, and [SEP] is the special separator token in BERT.
Each [SEP]-separated part of the MCQ sequence ex-
cept T will be referred to as an MCQ sequence item. For
the sake of brevity, we will only use two distractors D1
and D2 in the examples. In general, we will use 𝐷 to
denote the set of distractors.

For the left-to-right variant (LRV), both training
and generation is designed to proceed from left to right
both when producing the whole MCQ sequence, and
when generating each MCQ sequence item. At train-
ing time, each MCQ from the training data is repre-
sented as an MCQ sequence, which is then converted
into multiple datapoints. This conversion is obtained
by building the MCQ sequence one token at a time,
masking the last token, and attempting to predict it.
An example of such conversion is given in the top sub-
table of Table 1. In row 1, we started building the MCQ
sequence, which consists of a single token. This token
gets masked, and the task is to predict the correct token
Q1 from the Target column. Then, we add the next to-
ken (row 2) and mask the last token in the partial MCQ
sequence, and again attempt to predict that token (Q2
in this case), and so on. When we finished generating
the stem (row 4), we add the [SEP] token, which now
becomes the last token of the sequence and hence is
also masked, requiring the model to be able to also pre-
dict [SEP] tokens correctly for learning to finish each
sequence item. In this manner, each MCQ is converted
into |Q|+ |A|+∑DX∈𝐷 |DX|+ |𝐷 |+2 training datapoints. At
generation time the process is similar to the training
time, but without knowing the target tokens. Specifi-
cally, we input the text T, followed by a [SEP] token,
and append a [MASK] token at the end. Then we un-
mask the [MASK] token, by sampling from the provided
distribution, and append a new [MASK] token. This pro-
cess is repeated until we have generated |𝐷 | + 2 [SEP]
tokens, in which situation we assume that the stem, the
key, and all distractors have been generated. We have
enforced a hard limit of 30 tokens for the stem and 20
tokens for each alternative.

For the arbitrary-order variant (AOV-A), both
training and generation is designed to proceed in an

8Referred to as the “u-PMLM variant” in the original article.
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# Input for left-to-right KB/BERT variant (LRV) Target

1 [M] Q1

2 Q1 [M] Q2

3 Q1 Q2 [M] Q3

· · ·
4 Q1 Q2 ... QK [M] [S]

5 Q1 ... QK [SEP] [M] A1

6 Q1 ... QK [S] A1 [M] A2

7 Q1 ... QK [S] A1 A2 [M] [S]

8 Q1 ... QK [S] A1 A2 [S] [M] D11

9 Q1 ... QK [S] A1 A2 [S] D11 [M] D12

10 Q1 ... QK [S] A1 A2 [S] D11 D12 [M] [S]

11 Q1 ... QK [S] A1 A2 [S] D11 D12 [S] [M] D21

12 Q1 ... QK [S] A1 A2 [S] D11 D12 [S] D21 [M] D22

13 Q1 ... QK [S] A1 A2 [S] D11 D12 [S] D21 D22 [M] D23

14 Q1 ... QK [S] A1 A2 [S] D11 D12 [S] D21 D22 D23 [M] [S]

# Input for arbitrary-order KB/BERT variant (AOV-A) Target(s)

1 Q1 [M] Q3 ... QK Q2

2 [M] Q2 [M] ... QK Q1, Q3

3 [M] [M] Q3 ... [M] Q1, Q2, QK

· · ·
4 Q1 ... QK [S] [M] A2 A1

5 Q1 ... QK [S] [M] [M] A1, A2

6 Q1 ... QK [S] A1 [M] A1

7 Q1 ... QK [S] A1 A2 [S] [M] D12 D11

8 Q1 ... QK [S] A1 A2 [S] D11 [M] D12

9 Q1 ... QK [S] A1 A2 [S] [M] D12 D11

10 Q1 ... QK [S] A1 A2 [S] D11 D12 [S] D21 D22 [M] D23

11 Q1 ... QK [S] A1 A2 [S] D11 D12 [S] [M] D22 [M] D21, D23

12 Q1 ... QK [S] A1 A2 [S] D11 D12 [S] D21 [M] D23 D22

# Input for arbitrary-order-all-at-once KB/BERT variant (AOV-B) Target(s)

1 Q1 [M] Q3 Q4 [B] [S] [M] A2 [B] [S] D11 D12 [B] [S] D21 D22 D23 Q2, A1

2 Q1 Q2 [M] Q4 [M] [S] A1 [M] [B] [S] D11 [M] [B] [S] D21 D22 D23 Q3, [B], A2, D12

3 [M] Q2 Q3 [M] [B] [S] [M] [M] [B] [S] D11 D12 [B] [S] D21 D22 D23 Q1, Q4, A1, A2

4 Q1 Q2 Q3 Q4 [M] [S] A1 A2 [M] [S] D11 D12 [M] [S] D21 D22 D23 [B], [B], [B]

5 [M] Q2 Q3 Q4 [B] [S] [M] A2 [B] [S] D11 [M] [B] [S] D21 D22 D23 Q1, A1, D12

6 Q1 Q2 Q3 Q4 [B] [S] A1 [M] [B] [S] D11 D12 [B] [S] D21 D22 D23 A2

7 Q1 [M] Q4 [M] [S] A1 A2 [B] [S] D11 D12 [B] [S] D21 D22 D23 Q2, [B]

8 Q1 Q2 Q3 Q4 [B] [S] A1 A2 [B] [S] D11 [M] [B] [S] [M] D22 D23 D12, D21

9 Q1 Q2 Q3 Q4 [B] [S] A1 A2 [M] [S] D11 D12 [B] [S] D21 D22 D23 [B]

Table 1: Example datapoints extracted from one MCQ for training the model capable of left-to-right (top table) or
arbitrary-order generation (bottom table). Observe that all inputs are also prefixed with a string [CLS] T [SEP],
which is omitted in this table for the sake of brevity. [M] and [S] denote BERT’s [MASK] and [SEP] tokens
respectively. [B] denotes a special padding token [BLANK] introduced by us. In the example for the AOV-B variant,
the question was padded to the maximum of 5 tokens, and each alternative was padded to the maximum of 3 tokens.
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arbitrary order only when generating each MCQ se-
quence item, whereas the whole MCQ sequence is still
produced from left to right. At training time, in con-
trast to LRV, we pad the stem and each alternative with
a specially introduced token [BLANK] to obtain a fixed
width of 30 tokens for the stem and 20 tokens for each
alternative (the same as the hard limits for LRV). Again
we convert each MCQ into multiple datapoints, but in
a different way. We start with the leftmost MCQ se-
quence item, and corrupt it𝐾 times, as follows: We first
draw a masking probability 𝑟 from the uniform distri-
bution, and attempt to mask each token of the MCQ se-
quence item with this probability. For instance, in rows
1–3 of the middle sub-table from Table 1, we deal with
corrupting first MCQ item, the stem (question proper).
Note that the masking in each row corresponds to a
different value of 𝑟 (and there are 𝐾 such values in to-
tal). Once we have corrupted one MCQ sequence item
𝐾 times, we append its non-corrupted version to the
partial sequence, and proceed with corrupting the next
sequence item, the key, while keeping the preceding
MCQ sequence items non-corrupted. We proceed in
the same manner until the whole MCQ sequence has
been processed. Following (Kalpakchi and Boye, 2021),
and contrary to LRV, we don’t train the model to un-
mask the [SEP] token. At generation time, we pro-
vide a fixed number of [MASK] tokens (30 for the stem,
and 20 for each alternative). Following Kalpakchi and
Boye (2021), we unmask the token at the position where
the model is most confident. However, rather than se-
lecting the token with the maximum probability, we
sample, in order to be able to generate more than one
MCQ per text.

Additionally, we introduce another arbitrary-order
setup, where we perform exactly the same procedure as
for AOV-A, but on all MCQ sequence elements at once
(as demonstrated by the bottom sub-table of Table 1).
We refer to this setup as AOV-B. At generation time,
we add 30 + 20 · ( |𝐷 | + 1) [MASK] tokens separated by
[SEP] tokens. Apart from this, the unmasking proce-
dure is the same as for AOV-A.

Because of the elaborate unmasking scheme, the
generation phase of AOV-A and AOV-B takes some-
what longer time per token than the LRV setup.

4.2 Models based on SweCTRL-Mini
SweCTRL-Mini is a generative model capable of gen-
erating texts one token at a time, left to right. We
fine-tune it similarly to left-to-right generation for
KB/BERT, except that we don’t use [MASK] and [SEP]

tokens, as they are BERT-specific. Instead, we introduce
a new control code pair consisting of the opening control
code :mcq:, and its corresponding ending control code
:mcq:$. The key is always the first of the four alterna-
tives and is prefixed by a), whereas all distractors are

prefixed by the letters after “a”, i.e., b), c), etc. Hence
the structure of a datapoint for fine-tuning SweCTRL-
Mini would look as follows:

T :mcq: Q a) A b) D1 c) D2 :mcq$

We then train the model to predict one token at a time,
left to right, for all tokens except those in T. At genera-
tion time, the MCQs were sampled we append :mcq:

after the text T and sample the new tokens left to right
using the nucleus sampling with the threshold 𝑝 = 0.9
until reaching :mcq:$.

4.3 Models based on GPT
We used both GPT-3 and ChatGPT in a zero-shot man-
ner. Inspired by Kalpakchi and Boye (2023a), we input
the following prompt to both models, in Swedish:

Skriv 𝑁𝑇𝑞 läsförståelsefrågor med alterna-
tiv (a, b, c, d, o.s.v.) och ge varje fråga en
unik nummer (1, 2, 3, o.s.v.). Första alterna-
tivet (a) ska alltid vara rätt, medan de andra
alternativen (b, c, d, o.s.v.) ska vara felak-
tiga, men troliga. Alla frågor måste kunna
besvaras av den följande texten.

To aid the readers not speaking Swedish, we provide the
prompt’s English translation below:

Write 𝑁𝑇𝑞 reading comprehension ques-
tions with alternatives (a, b, c, d, and so
on) and give each question a unique num-
ber (1, 2, 3, and so on). The first alterna-
tive (a) should be always correct, while the
other alternatives (b, c, d, and so on) should
be wrong, but plausible. All questions must
be answerable by the following text.

However, we stress again that the prompt was fed di-
rectly in Swedish. We used nucleus sampling with the
nucleus threshold 𝑝 = 0.9, and limited the maximum
number of tokens to 2048 to accommodate the larger
texts in Plugga.

4.4 Baselines
4.4.1 Baselines using Universal Dependencies

For this baseline, we generate stems and keys first us-
ing Quinductor (Kalpakchi and Boye, 2023b, 2022a) and
then use the extractive distractor generation baseline
proposed by Kalpakchi and Boye (2021). For both of
these, we have used the provided official implementa-
tions, available on GitHub. All of these methods rely on
Universal Dependencies (Nivre et al., 2020) and require
the following resources:

• a pre-trained dependency parser compliant with
Universal Dependencies;
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• a dataset of texts and question-answer pairs (QA-
pairs) for automatically inducing the Quinductor
templates;

• a corpus of texts to extract the distractors from
(referred to as DIS-corpus).

As a minimal example of a Quinductor template,
consider the sentence “Tim plays basketball”, with an
associated question “What does Tim play?”. The parser
would conclude that the sentence “Tim plays basket-
ball’ consists of a verb (the root node r), the subject
(r.nsubj), and an object (r.obj). The question “What
does Tim play?” can then be described as “What does
[r.nsubj] [r.lemma]?”. This template can then be
used to generate a question from a new, previously
unseen sentence with a parallel grammatical structure
(e.g. “Sue likes spaghetti” yielding “What does Sue
like?”). Note that such templates are induced (and can
be used) only on single sentences in the text.

When all the resources are in place and the Quin-
ductor templates have been induced, the generation of
an MCQ with 𝐾 alternatives based on the previously
unseen text T’ should proceed as follows:

1. Using the Quinductor method, generate and rank
the QA-pairs using previously induced templates.

2. Select the desired number 𝑁𝑇
′

𝑞 of highest-ranked
QA-pairs

3. For each QA-pair, extract distractors from the
DIS-corpus by searching for the first 𝐾 − 1 syn-
tactic structures similar to that of the key.

4.4.2 Zero-shot SweCTRL-Mini

Recall that SweCTRL-Mini is a generative model, in
contrast to KB/BERT. Hence, it is possible that it could
be able to produce MCQs (fully or partially) in a zero-
shot manner. In this work we experiment with the fol-
lowing setup (later referred to as simply Zero-shot):

• Input the text T (for longer texts we follow the
procedure outlined in Section 5).

• First generate a stem by using the prompt “T
Fråga:” and keep generating until a “?” sym-
bol is produced (separately or as part of another
token).

• Then, use the generated stem and attempt to gen-
erate the key with the prompt “T Fråga: Q

Svar:”. Proceed until generating a full stop (.).

• Finally, use the generated stem and key and
attempt to generate three distractors with the
prompt “T Fråga: Q a) A b)”. Terminate
generation when reaching either the string “e)”
or the string “Fråga”.

At all stages of the generation process, we imposed a
hard limit of 30 tokens.

5 Experimental setup
In this work we fine-tuned models for the 4 proposed
methods (KB/BERT LRV, KB/BERT AOV-A, KB/BERT
AOV-B, and SweCTRL-Mini). Each of these models was
trained on two datasets (SweQUAD-MC, and Quasi),
resulting in 4 · 2 = 8 models.

Each fine-tuned model was trained for 10 epochs
using the AdamW optimizer (Loshchilov and Hutter,
2019) with the default Huggingface training parame-
ters: initial learning rate 5 × 10−5, 𝛽1 = 0.9, 𝛽2 = 0.999,
𝜖 = 1×10−8, without learning rate scheduling or weight
decay. The gradients were clipped to the norm of 1.
The training was conducted on a single NVIDIA 3090
GPU with 24GB of VRAM using a batch size of 8 for
models based on SweCTRL-Mini, and a batch size of 16
for those based on KB/BERT. The checkpoints for each
model were saved for each epoch, resulting in 10 check-
points per fine-tuned model.

The major challenge with both KB/BERT and
SweCTRL-Mini is their limited and rather small context
window size (512 tokens for KB/BERT, and 256 tokens
for SweCTRL-Mini). At all times the context window
should accommodate both the text and the MCQ. To
ensure that, we limited the number of text-related to-
kens to at most 𝐿𝑇 tokens. The exact value of this limit
was model-specific, namely 𝐿𝑇 = 441 for KB/BERT LRV,
𝐿𝑇 = 384 for KB/BERT AOV-A and AOV-B, and𝐿𝑇 = 192
for SweCTRL-Mini. However, if the MCQs in the train-
ing data could not be fit in the remainder of the context
window, we automatically decreased these limits9. At
all times we ensure that the basis for the correct answer
from the text (the information that is provided by both
datasets) is included in the context window.

For the UD-based baseline, we relied on the training
set of SweQUAD-MC for generating both QA-pairs10,
and distractors11. For this work, we opted out of induc-
ing such templates on Quasi, because most of the texts
in Quasi are (partially) non-continuous texts. Since
Quinductor was designed to work on single sentences
from continuous texts, it is therefore unlikely that tem-
plates induced on Quasi will end up being generalizable
(or will be induced at all).

The zero-shot SweCTRL-Mini baseline did not re-
quire any specific further training (by the nature of be-
ing zero-shot). This brings the total number of models
to ten.

9For more information on this heuristic we refer to the source code
accompanying the article.

10Using Quinductor templates provided by Kalpakchi and Boye
(2022a) in the associated GitHub repository

11Using only raw texts from the training set of SweQUAD-MC
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When evaluating, similarly to Kalpakchi and Boye
(2023a), the longer the text 𝑇 , the more MCQs we at-
tempted to generate. More specifically, we requested
𝑁𝑇𝑞 MCQs for each 𝑇 using the following formula:

𝑁𝑇𝑞 =

⌈
𝐶𝑇
�̄� ·𝐶

⌉
, (1)

where 𝐶𝑇 is the number of characters in 𝑇 , �̄� = 12.78
(𝐶 = 4.81) is the average number of words (charac-
ters) per sentence. These quantities were calculated as
a weighted average across corpora from (Kalpakchi and
Boye, 2023a, Table 1) with the weights being the relative
sizes of the corpora in words.

6 Model selection
The goal for this section is to select the best checkpoint
for each of the eight fine-tuned models. Since there are
ten checkpoints per model, this step requires evaluat-
ing the quality of 80 checkpoints, which is prohibitively
expensive to do using human evaluation. Instead we re-
sort to using metrics that could be calculated automat-
ically. Furthermore, since there is no reliable way to
estimate how good the MCQs are using the automatic
metrics, we aim at estimating how many definitely bad
MCQs were generated by each checkpoint.

To define definitely bad MCQs we employed the fol-
lowing badness metrics (listed from the most to the least
severe). In the list below, “MCQ%” means “percentage
of MCQs”, and “ALTs” means “alternatives” (the key
and distractors together), whereas “ALT” means “an al-
ternative” (either the key or any distractor). For all of
the metrics below, the lower, the better.

1. AltInStem. MCQ% with any ALT being verbatim
in the stem.

2. AltAllSame. MCQ% with all identical ALTs.

3. StemTextRep. MCQ% with the stem containing
repetitive phrases contiguously (up to 10 tokens).

4. AltAnyTextRep. MCQ% with any ALT containing
repetitive phrases contiguously (up to 10 tokens).

5. AltAnySame. MCQ% with ≥ 2 (but not all) iden-
tical ALTs.

6. AltAnyEmpty. MCQ% with ≥ 1 ALTs being an
empty string12.

7. StemEmpty. MCQ% with the stem being an
empty string12.

8. StemNoQmark. MCQ% with the stem not ending
with a question mark.

12After excluding the special tokens, e.g., [SEP]

9. NoEndCode. MCQ% where the generation was
not finished with the appropriate control code
:mcq$: (only for models based on SweCTRL-
Mini).

We evaluated all checkpoints on the texts from the
development set of SweQUAD-MC. The texts that are
larger than 𝐿𝑇 tokens are split into chunks of max 𝐿𝑇
tokens. For each model, we have generated 𝑁𝑇𝑞 MCQs,
as calculated by Equation 1. Because generating MCQs
using models based on KB/BERT is computationally
heavy (and we need to generate MCQs for 80 check-
points), we calculated the badness metrics only for the
MCQs generated on the first 100 text chunks from the
development set (when all the texts are sorted alpha-
betically).

Based on the badness metrics reported in Figure 1,
we selected the checkpoint with the fewest and least
severe errors for each model (recall that the introduced
badness metrics are listed from the most to the least se-
vere). Additionally, everything else being the same, we
preferred earlier checkpoints to reduce the risk of over-
fitting (given that the training sets were quite small, es-
pecially for the SweCTRL-based models). The selected
checkpoints per model (denoted by the number of train-
ing epochs) are reported in Table 2.

7 Human evaluation
For human evaluation, we compare eight best check-
points selected in Section 6, two baseline models, and
two GPT-based models, namely GPT-3 (text-davinci-
003), and ChatGPT (gpt-3.5-turbo-0301).

In this section the evaluation begins with the fol-
lowing basic question for the set of produced MCQs per
model per text:

Q0. Did the model produce the requested number𝑁𝑇𝑞
of MCQs?

Then each generated MCQ is evaluated separately on
the following aspects:

Q1. Are the question (stem) and all alternatives gram-
matically correct?

Q2. Is the stem answerable by the text?

Q3. Are all alternatives relevant for the given stem?

Q4. Is the alternative (a) the only correct answer?

If the answer to Q1 is No, we report further whether
stem, alternatives, or both are ungrammatical. Addi-
tionally, we add the category gibberish denoting cases
when both stem and alternatives are ungrammatical
and not formatted properly, or when at least one of
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Figure 1: The automatically computed badness metrics for the saved checkpoints of all fine-tuned models. The plots
are in the logarithmic scale on the y-axis.

Trained on SweQUAD-MC Trained onQuasi
KB/BERT SweCTRL KB/BERT SweCTRL

LRV AOV-A AOV-B LRV AOV-A AOV-B

Training epochs 8 10 9 5 8 10 6 9

Table 2: The selected checkpoints (denoted by the number of training epochs) based on the automatically calculated
badness metrics.

them is not written in valid Swedish (e.g., there are some
loose tokens or words that cannot be connected).

If the answer to Q2 is No, we investigate the rea-
sons behind the stems being unanswerable. Follow-
ing Kalpakchi and Boye (2023a), we categorize such
stems into contradictive (including presuppositions
disagreeing with the text), undiscussed (inquiring
about information not present in the text), or ambigu-
ous (not providing enough information to choose one
definite alternative).

If the answer to Q3 is No, we also investigate
the reasons behind it. Following Kalpakchi and Boye
(2023a), we categorize the problematic alternatives into
misfocused or heterogeneous. The former category
means that at least one of the alternatives does not pro-
vide the type of information requested in the stem. For
instance, the stem “When was Alfred Nobel born?” with
one of the alternatives being “Stockholm” is enough to
classify such MCQ as having misfocused alternatives.
The latter category means that one or more of the pro-
vided alternatives “stick out” and could provide a meta-
clue to the students. For instance, the stem “When was
Alfred Nobel born?” with the alternatives “21 October
1833”, “1848”, “1792”, “1835” would be classified to have

heterogeneous alternatives, since the first alternative
(which happens to be the key) is more detailed than
the others and thus “sticks out”. Additionally, we intro-
duce two new categories: empty alternative(s) (when
at least one of the generated alternatives is an empty
string), or duplicate alternatives (when there are at
least two identical alternatives, lowering the effective
number of alternatives).

If the answer to Q4 is No, we look into three sub-
questions to understand why. If any sub-question gets
a negative answer, we do not investigate the latter ones.
The first sub-question is whether any alternative is the
key (the correct answer), to begin with. The second sub-
question is whether there is more than one alternative
that could be considered to be the key, the case which
is referred to as overlapping alternatives. The final
sub-question is whether the only present key is actually
the alternative (a).

Answering Q1 - Q4 required manual annotations,
which we did ourselves using an iterative annotation
process (annotating – discussing issues – reannotating).
We used an instance of Textinator (Kalpakchi and Boye,
2022b) as the annotation tool. The annotation process
was blind, meaning that the generated MCQs and their
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texts were presented in a random order without any in-
dication as to which model they were sampled from (all
model-specific tokens and all question numbers were
removed). After the evaluation was done, the separately
generated key file (previously unseen by the annotator)
was used to match the text annotations with their cor-
responding models.

7.1 Single-sentence texts
Before conducting evaluation on texts from Plugga,
taken from the real-world reading comprehension ex-
aminations, we turn to a toy domain of extremely small
texts consisting of only one sentence. We refer to texts
from this toy domain as single-sentence texts (SSTs).

The rationale behind testing the models on SSTs is
to facilitate a quick check whether the generated MCQs
inquire only about the information given in the text.
This concern arises from the well-known fact that large
language models can generate pieces of text that sound
plausible, but are either irrelevant to the given situa-
tion or simply false. In our early tests, we noticed that
models tend to make up MCQs that are in line with the
general topic of the text (e.g. about Sweden) but do not
rely on the facts presented in the text. Such artifacts are
absolutely unacceptable when producing reading com-
prehension tasks since the information necessary for
answering a stem must be present in the text. While
the aforementioned checks can be done on any corpus
of texts (as we will do in Section 7.2), the idea with SSTs
is to make such checks quick and simple. Another ad-
vantage with SSTs is that the evaluation becomes more
controlled, as we can observe how well models react to
slight changes of the text formulations, e.g. whether
they are able to pick up slight changes or added infor-
mation.

For the evaluation in this section we have created
the SSTs presented in Table 3, which include 20 core
SSTs and three extra SSTs (marked with asterisks). The
extra SSTs contain a specific kind of grammatical errors,
namely anglicisms. This is to check whether GPT-based
models trained predominantly on English will borrow
grammatical constructs from English, even when eval-
uated on Swedish texts. For every SST, we requested
each model to generate five MCQs (𝑁𝑇𝑞 = 5) with the
first alternative, (a), being correct.

7.1.1 Overview of the results

Our main finding was that two models produced sub-
stantially more MCQs without any problems at all,
namely ChatGPT (50.43% problem-free MCQs), and
GPT-3 (48.7% problem-free MCQs).

An overview of the found problems is presented in
Figure 2. The problems in the legend are sorted by the
level of their severity, i.e. the harder it is to fix the MCQ,

the more severe the problem is. The histogram in Fig-
ure 2 accounts only for the most severe problem for each
MCQ, meaning that the MCQ is guaranteed to not have
problems higher in the list, but could still exhibit the
problems lower in the list.

To address Q0, the number of results produced
by the model, almost all models produced the re-
quested 𝑁𝑇𝑞 = 5 per SST. The only exception is the UD
baseline that produced substantially fewer MCQs (pro-
ducing none for the majority of SSTs).

Related to Q0, the models produced different num-
ber of alternatives, as reported in Figure 3. Note that
vast majority of MCQs contain four alternatives, in-
cluding both ChatGPT, and GPT-3 for which the num-
ber of requested alternatives was unspecified. The only
two models with the substantial number of MCQs with
other than four alternatives are SweCTRL-Mini trained
on SweQUAD-MC (because the training data mostly
contained three alternatives), and Zero-shot SweCTRL-
Mini.

To address Q1, the issue of grammatical cor-
rectness, we look at the three most severe problems
from Figure 2. The first and the most severe problem in
the list is gibberish (red in Figure 2). Gibberish MCQs do
not even provide a starting point for fixing an MCQ and
require creating a new one altogether, which is why it
is the most severe problem. The problem is rare among
most of the models, except KB/BERT AOV-B trained on
SweQUAD-MC (where it is present for the majority of
MCQs).

The next two problems by severity are: ungrammat-
ical stems (dark orange in Figure 2), and ungrammatical
alternatives (light orange in Figure 2). These problems
provide a starting point for fixing an MCQ, although
still require re-writing major parts of the MCQ. We note
that at least one of these two problems is present for ev-
ery model. The least amount of ungrammatical MCQs
were produced by ChatGPT, followed by GPT-3, which
is in turn closely followed by KB/BERT AOV-A trained
on Quasi.

Strikingly, KB/BERT AOV-B trained on SweQUAD-
MC produced all MCQs exhibiting one of the three
aforementioned problems. For this reason, the model
is excluded from the further analysis.

Next, we address Q2, whether or not all stems
were answerable by the text. In fact, the only model
with all grammatical stems being answerable by the
text is the UD baseline, but it has generated substan-
tially fewer MCQs than the other models. Otherwise,
the most frequent reason was that the stems were
undiscussed, i.e., the answer to the question was not
present or inferrable from the text (dark purple in Figure
2). The model with the smallest number of undiscussed
stems was GPT-3, followed by ChatGPT. Contradictive
stems (light purple in Figure 2) and ambiguous stems
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SST ID Swedish English

SST-1 Stockholm är Sveriges huvudstad. Stockholm is Sweden’s capital.
SST-2 Kyiv är Ukrainas huvudstad. Kyiv is Ukraine’s capital.
SST-3 Skranos är Alpongwas huvudstad. Skranos is Alpongwa’s/Alpongwas’ capital.

SST-4 Stockholm är Sveriges huvudstad och den största
staden i landet.

Stockholm is Sweden’s capital and the largest city
in the country.

SST-5 Stockholm är huvudstaden och den största staden
i Sverige.

Stockholm is the capital and the largest city in
Sweden.

SST-6 Kyiv är Ukrainas huvudstad och den största staden
i landet.

Kyiv is Ukraine’s capital and the largest city in the
country.

SST-7 Kyiv är huvudstaden och den största staden i
Ukraina.

Kyiv is the capital and the largest city in Ukraine.

SST-8 Skranos är Alpongwas huvudstad och den största
staden i landet.

Skranos is Alpongwa’s/Alpongwas’ capital and the
largest city in the country.

SST-9 Skranos är huvudstaden och den största staden i
Alpongwa.

Skranos is the capital and the largest city in
Alpongwa.

SST-10 Engelska är svårt. English is difficult.
SST-11 Bengt tycker att engelska är svårt. Bengt thinks that English is difficult.
SST-12 Anna berättar att Bengt tycker att engelska är

svårt.
Anna tells that Bengt thinks English is difficult.

SST-13 Anna är 20 år, Bengt är dubbelt så gammal. Anna is 20 years old, Bengt is twice as old.
SST-14 Anna är 20 år, Bengt är dubbelt så ung. Anna is 20 years old, Bengt is twice as young.
SST-15 Bengt är 20 år, Anna är dubbelt så gammal. Bengt is 20 years old, Anna is twice as old.
SST-16 Bengt är 20 år, Anna är dubbelt så ung. Bengt is 20 years old, Anna is twice as young.

SST-17 – SST-20 are the same as SST-13 – SST-16, but with the number 20 replaced by 38.

SST-1* Stockholm är huvudstaden av Sverige.* Stockholm is the capital of Sweden.
SST-2* Kyiv är huvudstaden av Ukraina.* Kyiv is the capital of Ukraine
SST-3* Skranos är huvudstaden av Alpongwa.* Skranos is the capital of Alpongwa.

Table 3: The single-sentence texts (SSTs) used for human evaluation, along with their English translations. Extra SSTs
are denoted by asterisks (*).
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Figure 2: The distribution of problems in the MCQs generated by the 12 evaluated models on the core SSTs. The
problems are sorted by the severity from the most to the least severe, with None (in dark green) indicating the number
of MCQs without any aforementioned problems. ALT stands for “alternative(s)”.
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Figure 3: The number of alternatives in the MCQs generated by the 12 evaluated models on the core SSTs.
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Figure 4: The distribution of problems in the MCQs generated by the 12 evaluated models on the extra SSTs (SST-1*,
SST-2*, and SST-3*). Gibberish, ungrammatical stems and alternatives do not account for the anglicisms introduced on
purpose. ALT stands for “alternative(s)”
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Figure 5: The distribution of acceptable MCQs generated by the 12 evaluated models on the extra SSTs (SST-1*, SST-2*,
and SST-3*) based on whether the introduced anglicisms were fixed, kept or bypassed (by using other formulations).

(dark pink in Figure 2) were much less frequent in com-
parison (for all models).

Related to Q2, all models produced some MCQs
that were answerable without reading the text (dark
brown in Figure 2) with SweCTRL-Mini trained on
Quasi producing the most such MCQs (by a substan-

tial margin).

To address Q3, whether or not all answer alter-
natives were relevant for each stem, we note that
such problems were infrequent compared to the stem-
related problems discussed above. The model with the
most MCQs with duplicate alternatives (by a substan-
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tial margin) is SweCTRL-Mini trained on SweQUAD-
MC, which is also the only model that generated empty
alternatives (although for negligibly few MCQs).

Q4 concerns the number of correct answers,
of which there should be exactly one, and preferably,
this should be alternative (a). This was not always the
case: All models except the baselines produced some
MCQs with no correct answer at all among the alter-
natives (light yellow in Figure 2), with the only excep-
tion being KB/BERT AOV-A trained on SweQUAD-MC
(which had more severe problems for the majority of its
MCQs). The two models that produced the most MCQs
without a correct answer (in roughly equal amounts)
were trained on Quasi, namely KB/BERT AOV-A, and
SweCTRL-Mini.

All the models except the baselines also produced
MCQs with more than one correct alternative (dark
blue in Figure 2). The model with the most such MCQs
is GPT-3, whereas the runner-up (with substantially
fewer MCQs) is SweCTRL-Mini trained on Quasi.

Finally, as the third and final sub-question of Q4,
we checked whether or not the MCQs with exactly one
correct alternative indeed had alternative (a) as the key.
This was the case for most of the models. Two no-
table exceptions are GPT-3, and ChatGPT, producing
substantially more MCQs with (a) not being the correct
alternative (light green in Figure 2).

7.1.2 Error analysis

The distribution of non-problematic MCQs across the
single-sentence texts (SSTs) is reported in Figure 6 (only
for models that produced at least one such MCQ). Two
best-performing models, ChatGPT and GPT-3, have
generated at least one acceptable MCQ for almost ev-
ery SST (except SST-11 for GPT-3). In contrast, gen-
erated MCQs for all the other models are distributed
more sparsely among the SSTs. The non-GPT model
with the best coverage across the SSTs is KB/BERT LRV
trained on Quasi with 9 out of 23 SSTs receiving at
least one generated MCQ. The very same model is also
the model that generated the most acceptable MCQs
(14) among non-GPT models. The other model with 14
MCQs is KB/BERT AOV-A trained on Quasi, but it has
much worse coverage of only 3 SSTs.

The only two models that generated fully identi-
cal MCQs were KB/BERT AOV-A, and KB/BERT LRV,
both trained on Quasi. Strikingly, neither ChatGPT, nor
GPT-3 produced any fully identical MCQs, despite the
fact that the prompt did not require the generated ques-
tions to be unique.

Looking closer at the SSTs themselves, we note that
SST-1 to SST-3 follow the same structure “X is Y’s cap-
ital”. The number of acceptable MCQs is the same
across these three SSTs for GPT-3, while differs for all
the other models. One curious case is the following

MCQ generated by ChatGPT based on the SST-1:

Vilken stad i Sverige är känt som ”Venedig i
Norden”? (Which city in Sweden is known as
“Venice of the North”?)
a) Stockholm
b) Malmö
c) Göteborg
d) Sundsvall

This is a fully valid MCQ, with (a) being the correct an-
swer, but it has absolutely nothing to do with the actual
text of SST-1, which is why it was categorized as hav-
ing undiscussed stem. This example shows that stems
can be undiscussed in many different ways. Sometimes
they can relate to the broader topic of the text (e.g.,
about Stockholm/Sweden) and be entirely valid MCQs
in isolation, such as the example above. On the other
hand, sometimes they can be completely off topic, such
as the MCQ below generated also based on SST-1, but
by KB/BERT AOV-B fine-tuned on Quasi.

Hur många tandläkare finns det här?
(How many dentists are there here?)
a) 2
b) 3
c) 5
d) 10

SST-3 involves using made-up toponyms, namely
the country Alpongwa, and its capital Skranos. While
both ChatGPT, and GPT-3 managed to produce accept-
able MCQs, most other models did not. Interestingly,
both ChatGPT, and GPT-3 produced acceptable MCQs
that used made-up toponyms that sound plausible in
their alternatives, as in the MCQ below produced by
GPT-3.

Vad är huvudstaden i Alpongwa?
(What is the capital in Alpongwa?)
a) Skranos
b) Pangea
c) Malvin
d) Rislanda

By contrast, the only acceptable MCQ based on SST-3
produced by a non-GPT model, namely KB/BERT LRV
trained on Quasi, did not use made-up toponyms:

Var ligger Alpongwas huvudstad?
(Where is the capital of Alpongwa?)
a) Skranos
b) Oslo
c) Göteborg
d) Stockholm

The next batch, SST-4 to SST-9, extend SST-1
through SST-3 with one more piece of information. The
new structural templates are “X is the capital and the

Northern European Journal of Language TechnologyVol. 10, 2024 97



SS
T-

1

SS
T-

2

SS
T-

3

SS
T-

4

SS
T-

5

SS
T-

6

SS
T-

7

SS
T-

8

SS
T-

9

SS
T-

10

SS
T-

11

SS
T-

12

SS
T-

13

SS
T-

14

SS
T-

15

SS
T-

16

SS
T-

17

SS
T-

18

SS
T-

19

SS
T-

20

ChatGPT
GPT-3

KB/BERT AOV-A (Quasi)
KB/BERT AOV-A (SweQUAD-MC)

KB/BERT AOV-B (Quasi)
KB/BERT LRV (Quasi)

KB/BERT LRV (SweQUAD-MC)
SweCTRL-Mini (Quasi)

SweCTRL-Mini (SweQUAD-MC)

3 4 1 1 2 5 3 2 2 2 3 1 4 2 3 2 4 2 4 2
2 2 2 2 4 3 2 2 3 3 0 2 2 2 4 3 1 3 3 2
0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 5/2 5/2 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 4 2 1 1
0 0 1 0 0 0 1 0 0 0 1 0 2 1 0 1 3/2 3/2 1 0
0 0 0 2 1 0 2 0 2 0 0 0 0 0 0 0 0 0 0 0
2 0 0 2 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
3 1 0 0 3 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1

2

3

4

5

Figure 6: The distribution of the generated MCQs with no problems (dark green in Figure 2). The cells with slashes (“/”)
indicate cases with fully identical MCQs, the format reads “total MCQs with no problems / of which unique”.

largest city in Y” for the evenly numbered SSTs, and “X
is Y’s capital and the largest city in the country” for
oddly numbered SSTs. For these examples we note that
the number of acceptable MCQs differs between the
pairs of reformulations (i.e. SST-4 and SST-5, or SST-6
and SST-7, or SST-8 and SST-9) for all models. Similarly,
GPT-based models managed to produce more MCQs
overall, although some fine-tuned models perform on-
par on these SSTs, except SST-6 and SST-8.

The following MCQ produced by ChatGPT based
on SST-4 is an interesting example of an MCQ with het-
erogeneous alternatives:

Vilken stad är större än Stockholm i Sverige?
(Which city is larger than Stockholm in Swe-
den?)
a. Ingen, Stockholm är den största staden.
(None, Stockholm is the largest city.)
b. Göteborg.
c. Malmö.
d. Uppsala.

While the alternative (a) is the key, it is clearly longer
than all the others. If formulated simply Ingen (None),
then the problem would have disappeared. However,
similarly, to undiscussed stems, there are many ways in
which the alternatives can be heterogeneous. Addition-
ally, there are different number of alternatives that can
“stick out”. For instance, in the following MCQ based
on SST-9 produced by SweCTRL-Mini trained on Quasi,
two alternatives are heterogeneous:

Var ligger staden Skranos?
(Where is the city of Skranos?)
a) I Alpongwa (In Alpongwa)
b) I huvudstaden (In the capital)
c) I Skranos (In Skranos)
d) I den kinesiska huvudstaden (In the Chi-
nese capital)

Note that this question is heterogeneous because alter-
natives (c) and (d) do not use proper names, and the al-

ternative (d) is longer than all the others. Nevertheless,
this MCQ was marked as answerable without reading,
because the alternative (c) is a correct common-sense
alternative simply after reading the stem. Note, how-
ever, that the alternative (c) is unlikely to be used in the
real reading comprehension tests.

The very same model, SweCTRL-Mini trained on
Quasi, produced one of the few acceptable MCQs based
on SST-8, which did not use proper names as alterna-
tives.

Vilken stad är Alpongwas huvudstad?
(Which city is Alpongwa’s capital?)
a) Den största staden (The largest city)
b) Den minsta staden (The smallest city)
c) Den största floden (The largest river)
d) Den högsta punkten (The highest point)

While both (c) and (d) do have nothing to do with cities
(and could be viewed as misfocused), such MCQ might
still be useful for people just starting to learn the lan-
guage (which is why it is viewed as acceptable in this
evaluation).

Another acceptable MCQ also based on SST-8 with-
out proper names in alternatives was produced by
ChatGPT:

Hur stor är Skranos jämfört med andra
städer i Alpongwa?
(How large is Skranos compared to other
cities in Alpongwa?)
a. Störst (The largest)
b. Minst (The smallest)
c. Andra störst (The second largest)
d. Fjärde störst (The fourth largest)

Both this and previous MCQs took advantage of the
second clause added to SST-8 compared to SST-3.

Another interesting aspect concerns SST-2, SST-6,
and SST-7, namely that the capital of Ukraine has two
alternative spellings in English: Kyiv, and Kiev. All SSTs
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Figure 7: The distribution of the generated MCQs by the presence of mismatched spelling in SST-2, SST-2*, SST-6 or
SST-7. The mismatch counts if the spelling of the capital of Ukraine used in the MCQ does not match that of the SST,
i.e. Kiev instead of Kyiv (as used in the SSTs).

used the former spelling, but it is relevant to check
how well the models comply with the spelling of the
text. For that we have manually marked all MCQs that
used spelling Kiev instead of Kyiv present in the SSTs.
The distribution of such cases of mismatched spelling
across the models for the four aforementioned SSTs is
shown in Figure 7. We note that the models mostly
complied with the spelling of the text, except SweCTRL-
Mini trained on SweQUAD-MC which used the alterna-
tive spelling most of the time. Interestingly, one of the
MCQs based on SST-6 produced by ChatGPT, explicitly
asked about the spelling difference:

Vad är en annan beteckning för Kyiv?
(What is another term for Kyiv?)
a) Kiev
b) Krakow
c) Vilnius
d) Belgrad

Because the nature of the MCQ required the use of
both spellings, this was not counted as a mismatch in
spellings.

The next batch, namely SST-10 to SST-12, are
opinion-based statements. Their aim is to test whether
the models will add constructs like “according to X”, or
“as X thinks”. We note that most of the models failed to
produce an acceptable MCQ on any of these SSTs. Two
notable exceptions are ChatGPT and GPT-3 (although
GPT-3 also failed on SST-11). Single acceptable MCQs
were also produced by two models based on KB/BERT,
and one model based on SweCTRL-Mini. In this batch,
SST-10 is the interesting one, because the statement
sounds like a fact, but it clearly is an opinion, although
without specifying whose. The best and only possible
kind of MCQ for this SST was produced by ChatGPT:

Vilket påstående beskriver författarens åsikt
om engelska?
(Which statement describes the author’s
opinion about English?)

a) Engelska är svårt. (English is hard.)
b) Engelska är lätt. (English is easy.)
c) Engelska är roligt. (English is fun.)
d) Engelska är tråkigt. (English is boring.)

A similar approach was taken by GPT-3 in the following
MCQ:

Vilken beskrivning är riktig för texten?
(Which description is correct for the text?)
a) Texten beskriver att engelska är svårt
(The text describes that English is hard)
b) Texten beskriver att franska är svårt
(The text describes that French is hard)
c) Texten beskriver att spanska är svårt
(The text describes that Spanish is hard)
d) Texten beskriver att tyska är svårt
(The text describes that German is hard)

The acceptable MCQs generated on SST-11 and
SST-12 took into account that the statements were
opinions. For instance, as in the following (and only) ac-
ceptable MCQs generated based on SST-11 by KB/BERT
LRV trained on Quasi:

Vad är det för språk som Bengt tycker är
svårt?
(What language does Bengt find difficult?)
a) Engelska (English)
b) Svenska (Swedish)
c) Italienska (Italian)
d) Spanska (Spanish)

The next batch of SSTs, namely SST-13 to SST-
20, have to do with counting (understanding who is
twice as old, or twice as young). One of the most com-
mon mistakes in MCQs for these SSTs had to do with
wrong counting. Notably, none of the models based
on SweCTRL-Mini were able to produce any accept-
able MCQ for this batch. This is also the only batch
with absolutely identical acceptable MCQs produced
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by KB/BERT AOV-A, and KB/BERT LRV, both trained
on Quasi.

Additionally, this was the only batch including
MCQs with hypothetical stems (all of which were pro-
duced by ChatGPT), for instance, the following MCQ
based on SST-16:

Om Bengt fyller 25 år, hur gammal kommer
Anna att vara då?
(If Bengt turns 25, how old will Anna be
then?)
a) 30 år (30 y.o.)
b) 15 år (15 y.o.)
c) 10 år (10 y.o.)
d) 40 år (40 y.o.)

SST-16 tells us that Bengt is 20, and Anna is twice as
young, meaning 10. Then if Bengt turns 25, Anna will
also become five years older, meaning 15, hence the cor-
rect alternative is (b), and the MCQ was marked as not
having (a) as the key. In fact, out of nine generated hy-
pothetical MCQs, only one was acceptable, while three
MCQs had ambiguous stems, the other three MCQs
did not have (a) as the correct alternative, and the fi-
nal two MCQs did not provide the key at all. Never-
theless, it is interesting to observe that current state-
of-the-art models are capable of producing more chal-
lenging MCQs with hypothetical stems. However, one
could argue that such MCQs test skills in mathemat-
ics, rather than in reading comprehension, a discussion
that we will not develop further in this article.

7.2 Plugga

For texts in Plugga we requested 𝑁𝑇𝑞 MCQs per text as
calculated by the Equation 1. Both GPT-3 and Chat-
GPT were able to accommodate the whole input text at
once. However, some texts were too long for the context
windows of KB/BERT and SweCTRL-Mini (recall that
the input for these approaches has to include the input
text, and as many masked tokens as the final output will
contain). In these cases we split the text into multiple
parts of 𝐿𝑇 tokens each. Often this would result into
the last chunk of the text to be be left as a remainder
with < 𝐿𝑇 tokens. This last chunk could even consti-
tute one sentence, which might not always be enough
to generate an MCQ. Hence we took the last 𝐿𝑇 tokens
as the last chunk meaning that the last and the penulti-
mate pieces of text will overlap. To exemplify, if 𝐿𝑇 = 3
and the text is A B C D E F G, we would split the text
into the following chunks: (A B C), (D E F), (E F G).
This, together with the fact that the Equation 1 includes
rounding up, means that the smaller the 𝐿𝑇 , the more
MCQs the model will generate compared to the models
with larger 𝐿𝑇 on the same texts.

7.2.1 Overview of the results

In summary, the GPT-based models, ChatGPT and
GPT-3, produced a substantially larger number of ac-
ceptable MCQs (63.7% and 37.1%, respectively), com-
pared to the other models. This result is similar to the
results of the SST-based evaluation.

An overview of the problems found in the output
MCQs is presented in Figure 8, and, similarly to the
evaluation on SST, the histogram accounts only for the
most severe problem for each MCQ. For the sake of
brevity, we will omit to list the datasets that the mod-
els were trained on in the remainder of the section,
since both models trained on KB/BERT were trained
on the Quasi dataset, and there is only one version of
SweCTRL-Mini.

Similarly to the SST evaluation, we are interested in
the very same Q0 - Q4 aspects. Recall that these aspects
have been defined as follows:

Q0. Did the model produce the requested number𝑁𝑇𝑞
of MCQs?

Q1. Are the question (stem) and all alternatives gram-
matically correct?

Q2. Is the stem answerable by the text?

Q3. Are all alternatives relevant for the given stem?

Q4. Is the alternative (a) the only correct answer?

To address Q0, the number of results produced
by the model, only the fine-tuned models generated
the requested number of MCQs (shown by the black
dashed lines in Figure 8). ChatGPT was slightly short
of the target (generating 91.8% of the requested MCQs),
while GPT-3 was substantially off the target (generating
33.8% of the requested amount). Concerning the distri-
bution of under-generated MCQs in Figure 10, we note
the ChatGPT generated fewer MCQs only for one text
due to it reaching the maximum context window size.
In contrast, GPT-3 generated fewer MCQs on most of
the texts without reaching the maximum context win-
dow size for any of the texts.

Related to Q0, the models produced different num-
ber of alternatives, as reported in Figure 9. Similarly to
SST-based evaluation, vast majority of MCQs contain
four alternatives except SweCTRL-Mini that mostly
featured MCQs with three alternatives.

To address Q1, the issue of grammatical cor-
rectness, all models produced some MCQs with un-
grammatical stems and/or alternatives. However, both
ChatGPT and GPT-3 produced a very small number of
such MCQs. All fine-tuned models generated a larger
amount of ungrammatical MCQs compared to GPT-
based models, with SweCTRL-Mini even producing a
couple of gibberish MCQs. It should be noted that gib-
berish here included some loose tokens for one of the
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Figure 8: The distribution of problems in the MCQs generated by the TOP-5 best-performing models on SSTs on the
texts from Plugga. Black dashed lines indicate the requested number of MCQs to be generated. The problems are
sorted by the severity from the most to the least severe, with None (in dark green) indicating the number of MCQs
without any aforementioned problems. ALT stands for “alternative(s)”.
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Figure 9: The number of alternatives in the MCQs generated by the 12 evaluated models on the texts from Plugga.
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Figure 11: The distribution of the generated MCQs with no problems (dark green in Figure 2). The cells with slashes
(“/”) indicate cases with fully identical MCQs, the format reads “total MCQs with no problems / of which unique”.

alternatives (while the rest of the MCQ is OK), which is
radically different from most gibberish encountered in
the evaluation on the SSTs previously.

Next, we address Q2, whether or not all stems
were answerable by the text. In fact, not all stems

were answerable by the text, with the most frequent
reason (similar to SSTs) being that the stems were
undiscussed (dark purple in Figure 8). The pattern
is similar to the evaluation on SSTs with the least
undiscussed stems being generated by GPT-3, fol-
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Figure 12: The distribution of all MCQs generated by the evaluated models on the Text 8 from Pluga based on whether
the OCR error was fixed, kept or bypassed (by using other formulations).

lowed by ChatGPT. Interestingly SweCTRL-Mini gen-
erated fewer undiscussed MCQs than models based
on KB/BERT, despite producing more MCQs in to-
tal. Both contradictive (light purple in Figure 8) and
ambiguous (dark pink in Figure 8) stems were much
more infrequent in comparison. The largest number
of contradictive stems was generated by SweCTRL-
Mini (18 MCQs), closely followed by KB/BERT LRV (17
MCQs). The model with a substantially larger amount
of ambiguous stems compared to the other models is
SweCTRL-Mini.

Related to Q2, one model, namely SweCTRL-Mini,
produced substantially more MCQs that are answer-
able without reading the text (dark brown in Figure 8)
compared to the other models. The other two models
producing a single such MCQ each were KB/BERT LRV
and ChatGPT.

To address Q3, whether all answer alternatives
were relevant for each stem, we note that this was
not always the case. Similarly to the SST-based evalu-
ation, both misfocused and heterogeneous alternatives
are infrequent compared to stem-related problems. The
model with the largest number of misfocused alterna-
tives (light pink in Figure 8) is SweCTRL-Mini. The
model with the most heterogeneous alternatives (light
blue in Figure 8) is still ChatGPT. Additionally, no model
produced any empty alternatives, whereas all models
except GPT-3 produced at most two MCQs with dupli-
cate alternatives.

Q4 concerns the number of correct answers, of
which there should be exactly one, and preferably, this
should be alternative (a). This was not always the case:
All models produced some MCQs with no correct an-
swer at all among the alternatives (light yellow in Figure
8). The two models that produced the most such MCQs
(with roughly equal amounts) were KB/BERT AOV-A
and SweCTRL-Mini.

All the models, except KB/BERT LRV, produced
MCQs with more than one correct alternative (dark
blue in Figure 8).The model with the most such MCQs
is SweCTRL-Mini, whereas the runner-ups (with a
roughly equal number of such MCQs) are the GPT-
based models.

Finally, as the third sub-question of Q4, all models,

except KB/BERT LRV, produced some MCQs with the
correct alternative not being (a) (and without any more
severe problems).

7.2.2 Error analysis

The distribution of non-problematic MCQs across the
texts in Plugga is presented in Figure 11. The two best-
performing models, ChatGPT and GPT-3, have gen-
erated at least one acceptable MCQ for almost ev-
ery text (except Text 7 for GPT-3). Similarly to the
SST-based evaluation, the acceptable MCQs generated
by all the other models are distributed more sparsely
among the texts. The non-GPT model with the best
coverage across the texts in Plugga is SweCTRL-Mini
with 4 out of 10 texts resulting in at least one gen-
erated MCQ. The only model that generated several
MCQs that were completely identical is KB/BERT AOV-
A, as it also did for the SST-based evaluation. With
this in mind, SweCTRL-Mini is also the best non-GPT
model when it comes to the number of unique gener-
ated MCQs.

Most of the generated MCQs asked about facts or
details presented in the text, with only two MCQs, both
produced by ChatGPT, requiring high-level text-based
inference. One such MCQ based on the Text 8 is pre-
sented below:

Vad är budskapet i denna historia?
(What is the message in this story?)
a) Det är viktigt att hjälpa andra (It is impor-
tant to help others)
b) Det är bäst att inte bry sig om andra (It is
best to not care about others)
c) Det är farligt att hjälpa främlingar (It is
dangerous to help strangers)
d) Det är bäst att vara egoistisk (It is best to
be selfish)

Finally, text 8 from Plugga (a news article about the
boy, Josef, who helped to save the girl in a wheelchair
from a snow trap), we purposefully kept one small OCR
error that misspelled the boy’s name to Joset*. In con-
trast to the spelling example from the SST-based eval-
uation (Kyiv vs Kiev), here using the spelling from the

Northern European Journal of Language TechnologyVol. 10, 2024 102



text is undesirable. Only three evaluated models man-
aged to generate at least one MCQ for this text, and
the distribution of all such MCQs (not only the accept-
able ones) based on whether the OCR error was fixed is
reported in Figure 12. Notably, the majority of MCQs
either fixed or bypassed the misspelling problem by us-
ing different formulations. Three models that kept the
erroneous spelling are SweCTRL-Mini (for around half
of the its MCQs), ChatGPT, and KB/BERT AOV-A.

8 Discussion
We have observed a substantial performance difference
between ChatGPT (gpt-3.5-turbo-0301) and all other
models for the MCQ generation task. We conducted
only very limited manual hyper-parameter tuning for
the non-GPT models when fine-tuning, which means
that there is a possibility that the performance of these
models could be boosted further. However, as the
datasets used for fine-tuning are quite small, it is un-
likely that such a boost will be enough to reach the
performance of ChatGPT, which produces acceptable
MCQs at a rate at least three times higher.

Additionally, one should bear in mind that the fo-
cus of this evaluation was mainly on uncovering foun-
dational problems with the generated MCQs. This
means that even MCQs judged to be acceptable might
not necessarily be of sufficient quality to be useful in a
high-stakes testing scenario (such as national exams).
For instance, the following MCQ produced by ChatGPT
on text 8 was marked as acceptable.

Vilken funktion hade tjejens rullstol?
(Which function did the girl’s wheelchair
have?)
a) Den var elektrisk (It was electrical)
b) Den var manuell (It was manual)
c) Den var gjord av trä (It was made of wood)
d) Den hade ingen funktion (It didn’t have
any function)

While, formally, this MCQ did not have any of the prob-
lems brought up in this work, it asks about a very minor
detail. The type of the wheelchair is mentioned twice
in the text but really has nothing to do with the plot
of the story. While this MCQ could be useful to test
how attentive the reader was, it is not aimed at assess-
ing reading comprehension skills but rather memory,
which might also be desirable depending on the target
audience for the test. Furthermore, alternative (c) is ar-
guably not plausible, since being made of wood is not
a function. Nevertheless, such an alternative might be
deemed relevant depending on the target audience of
the test (for instance, at the entrance-level classes).

Similarly, the use of “none of the above” alterna-
tives, such as in the MCQ below generated by ChatGPT

on Text 7, might not necessarily be desirable.

Vad hoppas Fredrika på angående sitt jobb?
(What does Fredrika hope for regarding her
job?)
a) Att hon får ett jobb som känns menings-
fullt, även om det inte är så bra betalt (That
she will have a job that feels meaningful,
even if it is not very well paid)
b) Att hon får ett jobb som ger henne hög lön
(That she will have a high-paying job)
c) Att hon får ett jobb som hon inte behöver
engagera sig i (That she will have a job that
requires minimal effort)
d) Ingenting nämns om vad hon hoppas på
angående sitt jobb (Nothing is mentioned
about what she hopes for regarding her job)

In fact, Haladyna et al. (2002) report that opinions are
split about using alternatives such as (d), which is why
such MCQs might not necessarily be judged as accept-
able in the larger-scale evaluation.

9 Conclusion
In this article, we have compared the MCQ-generating
capabilities of 12 different models, eight models fine-
tuned by ourselves, two baselines, as well as GPT-3
(text-davinci-003), and ChatGPT (gpt-3.5-turbo-0301).

The GPT-based models perform better than the rest
of the models. ChatGPT performs substantially better
than all other models in all evaluation settings. GPT-3
performs substantially better than non-GPT models
when tested on single-sentence texts, whereas the per-
formance gap on the texts from SFI national tests (the
Plugga corpus) is less pronounced in comparison to
other models (excluding ChatGPT).

Additionally, we noticed that GPT-based models
have an inductive bias for producing MCQs with four
alternatives, even when the number of alternatives is
unspecified in the prompt.

In our limited experiments with the introduced
grammatical errors, we noticed that GPT-based mod-
els avoid using anglicisms even if they were introduced
in the original text, while other models tend to stick
to the text much more frequently. The behavior of
the models was less conclusive for the introduced OCR
error, except for GPT-3 (which produced substantially
fewer MCQs than requested though) and KB/BERT
LRV trained on Quasi that did not use the formulation
with the OCR error.

At the same time, when sticking to the text was
necessary, such as in the example with the alternative
spellings of the capital of Ukraine, most models used
the spelling from the text with ChatGPT, and some
models based on KB/BERT taking the lead. All models
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based on SweCTRL-Mini were lagging behind and used
the formulation that was more frequent in their train-
ing data (148 thousand occurrences of the word Kiev vs
2052 occurrences of the word Kyiv)13.

In summary, all conducted evaluations point to
the fact that the best model for generating MCQs in
Swedish is ChatGPT, followed by GPT-3, followed by
SweCTRL-Mini fine-tuned on the SweQUAD-MC cor-
pus. The results based on the toy domain of single-
sentence texts (SSTs) closely resemble those on the
larger-scale texts from the SFI national exam. This in-
dicates that SST-based evaluation might be a viable
lower-cost alternative to the full-scale human eval-
uation, and warrants more extensive studies on the
strength of the correlation, and the extent of the time
savings.
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