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Resource papers as registered reports: a proposal

Emiel van Miltenburg, Tilburg University, The Netherlands
c.w.j.vanmiltenburg@tilburguniversity.edu

Letter abstract This is a proposal for publishing resource papers as registered reports in the Northern European Journal of Language
Technology. The idea is that authors write a data collection plan with a full data statement, to the extent that it can be written
before data collection starts. Once the proposal is approved, publication of the final resource paper is guaranteed, as long as the
data collection plan is followed (modulo reasonable changes due to unforeseen circumstances). This proposal changes the reviewing
process from an antagonistic to a collaborative enterprise, and hopefully encourages NLP resources to develop and publish more
high-quality datasets. The key advantage of this proposal is that it helps to promote responsible resource development (through
constructive peer review) and to avoid research waste.

1 Introduction
A common sentiment in NLP is that the creation of
corpora and benchmarks is under-appreciated (Rogers,
2020; Sambasivan et al., 2021), even though resources
are one of the driving factors of progress in our field.
Moreover, the measurement of progress critically de-
pends on having solid benchmarks. If authors are weary
of producing new resources, we all suffer the conse-
quences. How can we avoid this?

1.1 Barriers to resource production

Generally speaking, there seem to be two barriers to
resource production: funding and appreciation. Build-
ing resources requires time and money, and researchers
may only be willing to invest time in a project if it could
lead to a publication in a respectable venue.

To make resource-building an attractive proposi-
tion, we somehow need to convince potential resource
authors that their time will be well-spent. One way to
do this is to provide a guarantee that their paper will
be published. Of course, we would need to have some
form of quality control, to make sure that the final re-
source will be useful to our community. Luckily, such a
process already exists in the form of registered reports.

1.2 Registered reports

Registered reports are papers that are reviewed in two
phases (Chambers, 2019; Henderson and Chambers,
2022). First, authors submit a research proposal, with a
clear motivation and outline of the methodology. (Sim-

ilar to a preregistration, see van Miltenburg et al. 2021.)
This proposal is reviewed until authors and reviewers
agree on the research plan. This agreement means that
the paper is accepted in principle. Once the approval is
in, authors carry out their study and report their results
as specified in the proposal. Then they submit their fi-
nal paper for the second review phase. In this phase, re-
viewers check whether the authors followed their pro-
posed methodology. Any changes should be indicated
by the authors, with a clear motivation for why those
changes were made. Reviewers may not criticize the
methodology anymore, but can only comment on the
quality of the reporting. Once this is approved, the pa-
per is published.

1.3 Earlier discussion in NLP
Van Miltenburg et al. (2021) proposed preregistration
and registered reports as potentially helpful innova-
tions in NLP. They suggested that virtually all pa-
per types in NLP are amenable to preregistration.1

In response, Søgaard et al. (2023) argued that there
are also some downsides to preregistration that may
outweigh the benefits.2,3 Nevertheless, they also see

1The argument is mostly based on what Lakens (2019) calls the
positive externalities of preregistration. He argues that the core value
of preregistration is “to allow others to transparently evaluate the
capacity of a test to falsify a prediction, or the severity of a test.” This
idea is often not applicable in NLP, but many benefits remain. See
Sarafoglou et al. 2022 for a survey among researchers to determine
the benefits of preregistration.

2E.g., preregistration may increase administrative workload, as
also pointed out by Sarafoglou et al. (2022); Hostler (2023).

3A full discussion of the authors’ arguments goes beyond the
scope of this letter, especially since the authors agree preregistra-
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enough value in the idea of registered reports to make a
counter-proposal: “limit preregistration to research for
which our risk tolerance is low” (p.90).

Søgaard et al. (2023) roughly define risk as the cost
of being wrong, which in NLP often means that we lose
compute and human hours. They argue that this cost
is often acceptable, especially in comparison with the
human tragedy that may result from clinical trials, so
we do not need to burden ourselves with the overhead
that risk minimization strategies (such as registered re-
ports) typically bring. On reflection, it does seem true
that the risk in NLP is often lower than in the medical
field, but the cost of being wrong can still be significant.

Grainger et al. (2020) coin the term research waste,
and highlight different ways in which we may produce
such waste. If you take the wrong approach, you lose
researcher and GPU time, and waste the efforts of the
volunteers, crowd workers, or consultants involved in
your research. Registered reports can be used to pre-
vent this situation. At the same time, they also enable
us to carry out ethics review where it is most relevant:
in the preparation stage. This immediately solves the
problem of after-the-fact ethics reviewing, where we
may spot issues, but authors may no longer be able to
resolve them.4

Contribution. This letter proposes registered re-
ports to support the creation of resources (through peer
feedback early on in the process) and to avoid research
waste. The proposal is painted in broad brush strokes to
emphasise the big picture. If this proposal is successful,
we can work out the finer details.5

2 Process outline
The general writing process for registered reports has
been described elsewhere (e.g., Henderson and Cham-
bers 2022; Kiyonaga and Scimeca 2019). What would
the process look like for resource papers? Here is a
brief sketch of what this process could look like if NEJLT
would accept registered reports.

2.1 Review phase 1
The first review phase is all about your plans. This
means that authors will have to write about:

1. The purpose of the resource. Why do you
want to collect the data? What secondary pur-
poses could the resource also be used for? These

tion/registered reports can be beneficial for our field —we should just
work out the proper conditions and guidelines.

4Lakens (2023) makes a similar argument, but his solution is to
make institutional review boards also review research methodology,
as part of their ethics approval procedure.

5The Center for Open Science provides a useful set of resources
to get started with registered reports: https://www.cos.io/

initiatives/registered-reports

questions serve as a guide to inform your answers
to the other questions. After having listed the dif-
ferent use cases that you (don’t) want to support,
you can carry out a requirements analysis to see
what is needed (split up into essential or nice-
to-have) to actually carry out the relevant task.
For benchmark datasets it is important to have a
clear definition of the skills that you want to as-
sess or the dependent variables that you aim to
operationalise. (See Schlangen 2021; Shimorina
and Belz 2022 for inspiration.)

2. The composition of the resource. What prop-
erties should your resource have, and how do you
plan to ensure that the resource will indeed have
those properties? Additionally: at what level of
granularity should you collect different kinds of
information?6 It is a good idea to prepare a draft
data statement (Bender and Friedman, 2018) for
your resource.7

3. The development process. How will you go
about developing the resource? How will you en-
sure that the requirements are met? (Also tak-
ing practical and technological limitations into
account.) If your project requires a large amount
of computing power, what strategies are you us-
ing to minimise your carbon emissions? (See Luc-
cioni et al. (2020) for recommendations.)

4. Ethical considerations. How are the rights and
well-being of participants/crowd-workers, data
subjects and other direct/indirect stakeholders
taken into account, both during and after the de-
velopment of the resource? Jamieson et al. (2023)
provide questions and considerations to make the
resource development process more reflexive.
As Henderson and Chambers (2022) note, it is im-
portant to consider when to submit a proposal
to your local institutional review board (IRB) for
ethics approval. For most NLP studies it seems
reasonable to first apply to your local IRB be-
fore submitting the proposal to a journal. This
would strengthen your proposal, and any impor-
tant changes that are requested during the re-
view process could be approved via an amend-
ment to the original IRB application.

5. Data stewardship. How will the data be stored,
and what measures will be put in place to main-
tain the resource and take care of any issues that
arise from the publication or use of the resource?
For discussion, see for example: Peng et al. 2021;
Jernite et al. 2022. As with ethics review, it is rea-

6Here one might also consider k-anonymity for
participants/crowd-workers/data subjects (Sweeney, 2002), i.e.
ensuring that each property or combination of properties is shared
by at least k individuals.

7A step-by-step guide for writing data statements is available at
this URL: https://techpolicylab.uw.edu/data-statements/
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sonable to contact your local data steward about
the measures you should take to responsibly col-
lect and share data. (In some cases, you may be
required to carry out a Data Protection Impact
Assessment.) At some universities, the IRB pro-
cess already incorporates a form on data manage-
ment to protect any data subjects.

This is more or less equivalent to writing an intro-
duction, theoretical framework, methodology, and eth-
ical considerations section.

When to submit a proposal?

What is the right time to submit a research proposal?
This is an open question, as we know that the anno-
tation process is often cyclical, with multiple rounds of
revision before an appropriate model and a set of guide-
lines has been developed (see Pustejovsky et al. 2017, for
example). However, most project parameters are likely
to be known after a small-scale pilot study. (By keeping
the pilot small, we are still minimising research waste.)
Even if the exact model and annotation scheme are not
fully fixed yet, the methodology and feasibility of the
study are clear. At that point, research proposals may
be submitted for review.8

Reviewing

Reviewing the proposal is similar to how it is currently
done at NEJLT: you submit the paper to the journal,
and an editor assigns reviewers to your proposal. The
reviews themselves should be constructive, focusing
mainly on the methodological and ethical issues:

1. Does this resource address a current need in NLP
research?

2. Is the proposed dataset representative of the in-
tended genre or domain?

3. Is the methodology appropriate, valid, and de-
scribed in sufficient detail?

4. Will the data be responsibly collected and main-
tained?

What sets registered reports apart from regular sub-
missions is that reviewers can actively contribute to
the methodology; they can propose changes to im-
prove the quality of the dataset to be more consider-
ate of any stakeholders, or to make it more broadly us-

8A related and common question is: what happens if authors
want to change the design of their study, after their research pro-
posal has been accepted? The answer depends on the nature of the
changes. Small modifications should be noted and motivated in the
final report. Larger modifications may need to be reviewed, or at least
flagged to the editor. The Center for Open Science notes in their Fre-
quently Asked Questions that it is also possible to carry out sequen-
tial registrations for studies where the design and hypotheses for each
subsequent study in a paper is based on previous results.

able. Authors can then refine their proposal before the
manuscript is provisionally accepted.

Should we publish Stage 1 protocols?

An open question here is whether the proposal should
be published at this stage, or only when the final report
has been accepted for publication. Publication poli-
cies differ between different journals: The Royal Soci-
ety (ND) does not publish Stage 1 registered reports
before the final manuscript is approved. Nature Scien-
tific Reports (ND) does not publish Stage 1 registered
reports either, but does require authors to preregister
their study in a recognised repository. The preregistra-
tion can either be made public, or put under embargo
until Stage 2. This matches the recommendations from
Chambers et al. (2023), who note that “the journal can
also perform the Stage 1 registration process on be-
half of authors.” Finally, the publisher Wiley (2018) rec-
ommends that journals publish registered reports after
passing Stage 1 peer review, but also allows its journals
to instead require authors to preregister their study de-
sign (similar to Nature Scientific Reports).

Wiley (2018) notes that publishing registered pro-
tocols has the advantage of providing transparency
and accountability both for journals (showing what re-
ports are in principle accepted, publicly committing to
the publication of the final result) and authors (show-
ing what they are working on, when they developed
the ideas for their final publication, and publicly com-
mitting to finish the resource). Of course researchers
could also feel uncomfortable sharing their research-
in-progress for all sorts of reasons, so it may be good
to at least offer them the option to put their research
proposal under embargo.

2.2 Review phase 2
With an in-principle acceptance in hand, authors
should aim to carefully follow their original proposal.
Deviations from the original plans are possible, but
these should be clearly indicated in the report and well-
motivated by the authors. Once the dataset has been
collected and a full report has been written, the paper
can undergo the final review.

Reviewing

Having already approved the methodology, reviewers
now comment on the execution of the project:

1. Has the resource been compiled according to
plan, with all deviations clearly marked?

2. Does the report contain all relevant details about
the creation and composition of the resource?

3. Is the presentation clear and accessible?
4. Is the resource accessible and easy-to-use?
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We should expect resources to be publicly available,
unless there are strong arguments in favor of limited
accessibility (for example: copyright issues, or privacy
of the data subjects).

Should reviewing be anonymous?

An open question here is whether reviewing in the sec-
ond phase should proceed anonymously, or whether it
is also OK for author names to be revealed at this time.
This would certainly make it easier to assess the final
resource (which may be hard to anonymise), but may
unduly influence the reviewing process.

2.3 Publication
Once the paper is ready for prime-time, it can be pub-
lished as usual. An open question is whether the re-
views should be published as well and, if so, whether
the reviews should be kept anonymous or not. For
transparency reasons, it would be really insightful to
publish all the correspondence between authors and re-
viewers along side the final report. This way, we would
get to see the original intentions of the authors, and
how the approach was transformed during the review
process. Reviewer names could be published on an opt-
in basis, so that they might claim credit for the pro-
vided service. (This avoids the issue of reviewers hold-
ing back their criticism for fear of retribution if their
name is published alongside their review, see e.g. Ali
and Watson 2016 for discussion.)

3 Eligibility
What kinds of resources should be eligible for publica-
tions through registered reports? So far this proposal
has not set any strict requirements to determine what
makes a resource worth publishing in a journal like NE-
JLT. To some extent, we can be pragmatic about this is-
sue: authors tend to prefer conferences for smaller con-
tributions, and journals for larger contributions. The
administrative hassle for smaller projects may just not
be worth the effort of writing a registered report (in
Søgaard et al.’s terms: there is less ‘risk’ involved), so
authors of small studies are not very likely to submit a
research proposal.9 What matters is that authors have
clearly thought through their proposal, and are not just
letting reviewers do their work. In the latter case, desk
rejection seems appropriate. If we do need more guide-
lines, we can always fall back on the existing ones, that
easily carry over to (and indeed overlap with some re-
viewing questions in) this proposal.10

9But if authors think that their work should be published as a
registered report, there is little harm in letting them carry out a small
but high-quality study.

10https://www.nejlt.org/review/

4 Conclusion
This letter proposed to offer potential resource authors
the opportunity to publish their resources as registered
reports, as an addition to the existing paper types. (The
resource category would not need be removed.)

The proposal outlined here is more modest than the
one put forth by Van Miltenburg et al. (2021), who sug-
gest that all types of NLP papers (except position pa-
pers) could in theory be published as registered reports.
This modesty is not for a lack of ambition; instead, this
proposal is offered as a first step, to see if registered re-
ports could actually work for NLP research. And what
better way to start, than to support the creation of fun-
damental resources?

References
Ali, Parveen Azam and Roger Watson. 2016. Peer review

and the publication process. Nursing Open, 3(4):193–
202.

Bender, Emily M. and Batya Friedman. 2018. Data
statements for natural language processing: Toward
mitigating system bias and enabling better science.
Transactions of the Association for Computational Lin-
guistics, 6:587–604.

Chambers, Chris. 2019. What’s next for registered re-
ports? Nature, 573:187–189.

Chambers, Chris, George Christopher Banks, Dorothy
Bishop, Sara Bowman, Kate Button, Molly Crockett,
Zoltan Dienes, Timothy M. Errington, Agneta Fis-
cher, Alex O. Holcombe, Kai Jonas, Edward Miguel,
Marcus Munafo, Brian A. Nosek, Brendan J. Ny-
han, David Rand, Daniel J. Simons, Carien van
Reekum, Andrew Sallans, Steven Rogelberg, , and
David Thomas Mellor. 2023. Registered reports im-
plementation checklist. Available through: https:
//osf.io/2m4ct Originally published on February
4, 2014. The current version was modified on May 8,
2023. Retrieved 13 July 2023.

Grainger, Matthew J., Friederike C. Bolam, Gavin B.
Stewart, and Erlend B. Nilsen. 2020. Evidence syn-
thesis for tackling research waste. Nature Ecology &
Evolution, 4(4):495–497.

Henderson, Emma L. and Christopher D. Chambers.
2022. Ten simple rules for writing a registered report.
PLOS Computational Biology, 18(10):1–9.

Hostler, Thomas J. 2023. The Invisible Work-
load of Open Research. Journal of Trial &
Error. Https://journal.trialanderror.org/pub/the-
invisible-workload.

Northern European Journal of Language Technology 4

https://www.nejlt.org/review/
https://osf.io/2m4ct
https://osf.io/2m4ct


Jamieson, Michelle K., Gisela H. Govaart, and
Madeleine Pownall. 2023. Reflexivity in quantitative
research: A rationale and beginner’s guide. Social
and Personality Psychology Compass, 17(4):e12735.

Jernite, Yacine, Huu Nguyen, Stella Biderman, Anna
Rogers, Maraim Masoud, Valentin Danchev, Samson
Tan, Alexandra Sasha Luccioni, Nishant Subramani,
Isaac Johnson, Gerard Dupont, Jesse Dodge, Kyle Lo,
Zeerak Talat, Dragomir Radev, Aaron Gokaslan, So-
maieh Nikpoor, Peter Henderson, Rishi Bommasani,
and Margaret Mitchell. 2022. Data governance in the
age of large-scale data-driven language technology.
In 2022 ACM Conference on Fairness, Accountability,
and Transparency, FAccT ’22, page 2206–2222, New
York, NY, USA. Association for Computing Machin-
ery.

Kiyonaga, Anastasia and Jason M. Scimeca. 2019. Prac-
tical considerations for navigating registered reports.
Trends in Neurosciences, 42(9):568–572.
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Abstract Multiword expressions (MWEs) are challenging and pervasive phenomena whose idiosyncratic properties show
notably at the levels of lexicon, morphology, and syntax. Thus, they should best be annotated jointly with morphosyntax.
In this position paper we discuss two multilingual initiatives, Universal Dependencies and PARSEME, addressing these
annotation layers in cross-lingually unified ways. We compare the annotation principles of these initiatives with respect
to MWEs, and we put forward a roadmap towards their gradual unification. The expected outcomes are more consistent
treebanking and higher universality in modeling idiosyncrasy.

1 Introduction

Multiword expression (MWE) is an umbrella term
spanning a range of linguistic phenomena whose
common property is idiosyncrasy or, more specif-
ically, idiomaticity, which may manifest in many
different respects: lexical, morphological, syntactic,
semantic, pragmatic, and statistical (Baldwin and
Kim, 2010).

MWEs are challenging and pervasive. For in-
stance, in an MWE-annotated corpus of French
(Candito et al., 2021), over 11% of all tokens be-
long to MWEs. Moreover, MWEs likely exist in
any natural language. Therefore, modeling idiosyn-
crasy in language resources and tools is a natural
quest. This position paper addresses two language
annotation frameworks, Universal Dependencies
and PARSEME, from the point of view of MWEs.

Universal Dependencies1 (UD; Nivre et al., 2016,
2020; de Marneffe et al., 2021) is a framework for
consistent annotation of grammar (parts of speech,
morphological features, and syntactic dependen-
cies) across many languages. It is an open com-
munity effort with over 300 contributors produc-
ing nearly 200 treebanks in over 100 languages.
PARSEME2 (Savary et al., 2018; Ramisch et al.,
2020) is a scientific network which evolved from
a homonymous COST action dedicated to parsing
and MWEs. One of its major outcomes is a multilin-
gual corpus annotated for verbal MWEs (VMWEs)
in 26 languages by over 160 native annotators.

The common objective of UD and PARSEME
is universality, i.e., the development of cross-
linguistically consistent and applicable language
descriptions. Such consistency leads to valuable

1https://universaldependencies.org/
2https://gitlab.com/parseme/corpora/
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insights about linguistic phenomena (including id-
iosyncrasy), contributes to contrastive studies, and
promotes progress in NLP across many languages.
Concretely, both UD and PARSEME (i) develop
cross-lingually unified and continuously enhanced
annotation guidelines, (ii) annotate, enhance, and
release corpora on the basis of these guidelines, and
(iii) use these corpora to develop NLP tools for syn-
tactic parsing and MWE identification.

Despite their common goals, UD and PARSEME
have operated relatively independently, ending up
with partly divergent and competing terminologies
and methods. Some of the MWE types addressed
by PARSEME, such as light-verb constructions, are
annotated to some extent also within UD, but typi-
cally not consistently across languages, as we will
discuss in Section 3.6. We think it is desirable to
keep morphosyntactic annotations separate from
MWE-related annotations.3

The desire for greater convergence between UD
and PARSEME practices has steadily grown as the
initiatives have matured. PARSEME has relied on
the UD format (cf. Sec. 3.2) and data in its latest
corpus releases. In August 2021, a joint Dagstuhl
Seminar on Universals of Linguistic Idiosyncrasy in
Multilingual Computational Linguistics brought to-
gether the two initiatives (Baldwin et al., 2021).4 Fi-
nally, September 2022 saw the start of a new COST
action entitled UniDive (Universality, Diversity and
Idiosyncrasy in Language Technology), with UD/-
PARSEME unification on the agenda.

This paper aims at providing a roadmap towards
this unification. We first survey the dimensions
of MWE idiosyncrasy (Sec. 2) and compare the
two frameworks’ annotation principles that bear
on MWEs (Sec. 3). Then, we offer short-, mid- and
long-term proposals for adjusting the frameworks,
paving the way towards eventually unifying them
(Sec. 4). Sec. 5 concludes with future perspectives.

3The current status led to problems for the VMWE identi-
fiers evaluated in the PARSEME shared tasks (Ramisch et al.,
2020), which were given UD morphosyntactic annotations as
input, and were expected to predict VMWE annotations. Since
some MWE-related phenomena currently are annotated in the
morphosyntactic layer, this type of evaluation is biased (since
part of the information to be predicted is already given as
input).

4https://www.dagstuhl.de/seminars/
seminar-calendar/seminar-details/21351

2 Dimensions of Idiosyncrasy in

MWEs

MWEs deviate from compositionality norms, as
seen in the examples from the PARSEME languages
below. The MWE in (1) contains a cranberry word
oścież, i.e. a token having no status of a standalone
word but only occurring in a MWE.5

(1) na

on
oścież

‘oścież’
(pl)

‘wide (open)’

The MWE in (2) is exocentric, since it is a nomi-
nal phrase whose head is a finite-form verb.

(2) um
a

deus

god
nos

us.acc
acuda

help.imp.2.sg
(pt)

lit. ‘a god-help-us’ | ‘a mess’

In (3), the verb ismodified by an adjective and an
infinitive, which is not a regular syntactic structure.

(3) Elle
she

a

has
beau

pretty.m
pleurer.
cry.inf

(fr)

lit. ‘She has pretty to cry.’ | ‘She cries in vain.’

In (4), the possessive her must agree with the
subject, otherwise the MWE is understood literally,
as in (5).
(4) She knows her stuff. (en)

‘She is skilled.’

(5) #She knows my stuff (en)

Concrete nouns in verb-object constructions
can inflect for number, but pluralizing the noun in
(6) implies losing the idiomatic reading, as shown
in (7).

(6) a
to

întoarce

turn
foaia

sheet.def
(ro)

lit. ‘to turn the sheet’ | ‘to become harsher’

(7) #a
to

întoarce
turn

foile
sheet.pl.def

(ro)

‘to turn the sheets’

Given these examples, MWE idiosyncrasy can
be considered along two orthogonal dimensions.

5Examples follow the PMWE conventions (Markantonatou
et al., 2021). POS and morphological features use UD. We use
the IETF BCP-47 standardized language codes in all examples.
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Occurrences vs. Types Some idiomatic proper-
ties of MWEs display at the level of individual occur-
rences of MWEs (Savary et al., 2019). Conversely,
others are visible at the level of types, that is, sets of
surface realizations of the same MWE. For instance,
the cranberry word (1), irregular agreement (2), and
irregular syntax (3) can be observed in every sin-
gle occurrence of these MWEs. On the other hand,
compulsory agreement (4) or restricted inflection
(6) can only be attested while considering several
possible surface realizations of the given MWE, so
as to test whether different inflection, agreement
or syntactic alternations do or do not preserve the
idiomatic reading.

Lichte et al. (2019) propose a different but iso-
morphic terminology, contrasting restrictive vs. de-
fective idiosyncrasy. A defective property excludes
a literal interpretation of a given MWE. This is ob-
servable precisely at the level of individual MWE
occurrences, as in (1)–(3). A restrictive property re-
duces the number of possible surface realizations of
a given MWE relative to the corresponding literal
interpretation. This amounts to idiosyncrasy at the
level of MWE types, as in (4)–(6).
Morphosyntactic vs. Semantic Idiosyncrasy

The idiosyncratic properties discussed above oc-
cur at the morphosyntactic level. However, the
most salient property of MWEs is semantic non-
compositionality: their meaning cannot be deduced
from the meanings of their components and from
their syntactic structure in a way deemed regular
(Sag et al., 2002). Examples (1)–(6) can safely be
considered as semantically non-compositional.

Distinguishing morphosyntactic from seman-
tic idiosyncrasy is a hard nut to crack. First, the
borders between morphology, syntax and seman-
tics are fuzzy. For instance, the notions of syntac-
tic and semantic arguments are closely related in
the linguistic debate about arguments vs. adjuncts
(Przepiórkowski and Patejuk, 2018). Second, id-
iosyncratic properties in MWEs usually cross multi-
ple layers of linguistic description. For instance, the
MWE in (3) exhibits not only unusual syntax but
also restricted inflection, as in (6). Third, semantic
non-compositionality is hard to test directly and
reliably at the level of occurrences. Nonetheless,
it can be more accurately approximated by lexical
and morphosyntactic inflexibility, by testing it at
the level of types (Gross, 1988; Gibbs and Nayak,

1989). This again suggests that morphosyntactic
and semantic idiosyncrasies are entangled.

Kahane et al. (2017) propose considering syn-
tactic and semantic idiosyncrasy as separate dimen-
sions. They consider: (i) regular constructions, sub-
systems and irregular constructions, (ii) composi-
tional, semi-compositional and non-compositional
expressions, along the syntactic and semantic axes.
Various expressions are then placed in this two-
dimensional space. For instance, syntactically ir-
regular constructions can be semantically composi-
tional, e.g. (fr) peser lourd (lit. ‘to weigh heavy’) ‘to
be very heavy’. While this classification is promis-
ing, it fails to provide an operational definition of
semantic non-compositionality. In particular, as-
suming that formal semantics accurately approxi-
mates semantic compositionality, there can be no
constructions with irregular syntax but composi-
tional semantics.6 Still, what we retain from Ka-
hane et al. (2017) is the premise that syntactic and
semantic properties of MWEs should be annotated
at different layers as much as possible. In particu-
lar, it is useful to display regular syntax in MWEs
despite their semantic idiosyncrasy.

YES NO

Given a candidate MWE type T, does at least one 
occurrence in T have a defective LMS property?

T is LMS-idiosyncratic

T is a MWE

Does type T have a 
restrictive LMS property?

YES

T is semantically 
non-compositional

T is a not a MWE

T is semantically 
compositional

NO

Figure 1: Implications among lexical and/or mor-
phosyntactic (LMS) and semantic idiosyncrasy of
MWE occurrences and types.

In short, we distinguish occurrence vs. type
and lexical/morphosyntactic vs. semantic idiosyn-
crasies in MWEs, but we note that these dimen-
sions are closely linked, as shown in Fig. 1. First,
if at least one MWE occurrence is idiosyncratic,

6Specific compositional semantic procedures are assigned
to syntactic structures deemed regular (Steedman, 2000).
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then the whole type is irregular. Second, lexical
and/or morphosyntactic idiosyncrasy of MWE oc-
currences and/or types approximates their semantic
non-compositionality. Note that the choice of test-
ing defectiveness (of an occurrence) before restric-
tiveness (of the whole type) is not arbitrary. First,
basic observable units in an annotated corpus are
occurrences (by contrast, lexicons primarily focus
on types). Second, testing irregularity for an occur-
rence is cognitively easier than regarding the whole
type. Third, the definition of a restrictive property
is based on the understanding of the literal inter-
pretation of a potential MWE. However, if a token
is defective, its literal interpretation is excluded. Fi-
nally, the border between defective and restrictive
properties is precisely where we would like to ul-
timately draw the line between UD and PARSEME
annotations, i.e. only defective properties would be
rendered in the UD layers.

3 Annotation Principles

This section compares the annotation principles of
UD and PARSEME, focusing on MWEs.

3.1 Objectives and Principles

The common objective of UD and PARSEME
is universality, defined as development of cross-
linguistically consistent and applicable language
descriptions.7 Both initiatives aim at representing
in a unified way those phenomena which are truly
similar, while leaving room for language-specific
categories, relations and guidelines. The utility of
these descriptions is twofold – meaningful linguis-
tic analysis and useful language processing – in
both monolingual and cross-lingual settings.

UD descriptions concern several aspects of lan-
guage: segmentation, lemmas, morphology and syn-
tax. According to the annotation properties defined
by Mathet et al. (2015), these descriptions include
unitizing (identify sentence and word boundaries)
and have a full covering (concern all words in a
corpus). PARSEME descriptions are mostly seman-
tic (even if largely approximated by morphosyntax,
see below). They also require unitizing, but are spo-
radic (only focus on components of MWEs), can be

7This is in contrast with the quest for absolute language
universals (Greenberg, 1966; Chomsky, 1975; Tallerman, 2009).

Elle a volé1:VID à1 le secours1 de Max
PRON AUX VERB ADP DET NOUN ADP PROPN
she has flown to the rescue of Max

nsubj
aux

root

case
det

obl:arg

case
nmod

Figure 2: Sentence (8) with main annotations from
UD (tree, POS tags) and PARSEME (bolding, sub-
scripts).

nested ([[let]2 the cat [out]2 of the bag]1 ‘reveal
a secret’) and exhibit free overlap (take1,2 a walk1
and a shower2).

3.2 Notations and Formats

With respect to data formats, UD and PARSEME
are largely compatible. Consider the example in
sentence (8). Its main UD and PARSEME annota-
tions are visualized in Fig. 2: parts of speech and
dependencies are the UD-specific data, while MWEs
(highlighted in boldface and subscripts) are tagged
by PARSEME. The same example, in more detail,
is presented in Fig. 3 in the tabular .cupt format.8
Each word is described in a separate line, with 11
tab-separated fields, whose headings are listed in
the first line of each file. The first 10 columns are
those of the .conllu format used by UD. The 11th
column (PARSEME:MWE) is used by PARSEME.
Components of MWEs annotated in column 11 are
shown in bold.

(8) Elle
She

a
have.3SG

volé

fly.PTCP
au

to.the
secours

rescue
de
of

Max
Max

(fr)

‘She hurried up to help Max’

3.3 Words and Tokens

Word is a fundamental notion both for UD, since its
basic annotation unit is a word, and for PARSEME,
since MWEs must contain at least two words. How-
ever, defining a word is one of the hardest chal-
lenges in UD, due to its fuzzy borders with mor-
phemes on the one hand and with MWEs on the

8The .cupt format instantiates the CONLL-U Plus meta-
format meant for complementing UD with additional layers:
https://universaldependencies.org/ext-format.html
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# global.columns = ID FORM LEMMA UPOS XPOS FEATS HEAD DEPREL DEPS MISC PARSEME:MWE
1 Elle il PRON _ Gender=Fem|Number=Sing|Person=3 3 nsubj _ _ *
2 a avoir AUX _ Mood=Ind|Number=Sing|Person=3|. . . 3 aux _ _ *
3 volé voler VERB _ Gender=Masc|Number=Sing|Tense=Past|. . . 0 root _ _ 1:VID
4-5 au _ _ _ _ _ _ _ _ *
4 à à ADP _ _ 6 case _ _ 1
5 le le DET _ Definite=Def|Gender=Masc|Number=Sing|. . . 6 det _ _ *
6 secours secours NOUN _ Gender=Masc|Number=Sing 3 obl:arg _ _ 1
7 de de ADP _ _ 8 case _ _ *
8 Max Max PROPN _ _ 6 nmod _ _ *

Figure 3: Annotation of sentence (8) as the first sentence in a corpus, in the .cupt format.

other. In UD, words are defined in morphosyntac-
tic terms as units bearing morphological properties
(e.g. a single POS) and entering into syntactic re-
lations. Words do not always coincide with ortho-
graphic units called tokens.9 Therefore, UD defines
a 3-fold relationship between words and tokens:

• A token coincides with a word.
• Several tokens build up one multitoken word
(MTW), as in 20 000.

• Onemultiword token (MWT) contains several
words, as in (fr) aux (à+les) ‘in.the’.

The words (not orthographic tokens) form the basic
units of analysis and receive integer indices. MWTs
are represented as spans over multiple words (e.g. 4–
5 in Fig. 3), including cases where words (à and le)
are not retrievable from tokens (au). PARSEME
conforms to the same definitions of words, MWTs,
and MTWs, with implications for MWEs like in
Fig. 3. Only the adposition à ‘to’ belongs to the
MWE;10 the determiner le ‘the’ is excluded. This is
possible in PARSEME due to splitting MWTs into
words by UD.

Still, PARSEME covers a considerably higher
number of MWTs than UD, especially verb-particle
constructions written sometimes as 1 and some-
times as 2 tokens as in (9), and orthographically
unitary (closed or synthetic) compounds as in (10).

(9) auf-passen,
on-fit.inf,

pass

fit.imp
auf!
on!

(de)

lit. ‘to fit on, fit on!’
‘to be careful, be careful!’

9Neither UD nor PARSEME define tokens. We see them as
units stemming from segmenting raw text for annotation.

10As evidenced by variants like (fr) voler à son secours
(lit. ‘to.fly to his/her rescue’) ‘to hurry up to help him/her’

(10) Hauptrolle
head.role

spielen

play
(de)

‘to play the leading role’

2 sollst sollen . . . *
3 aufpassen aufpassen . . . 1:VPC
. . .
11 Hauptrolle Hauptrolle . . . 1:LVC.full
12 spielen spielen . . . 1

Figure 4: PARSEME annotation of unsplit MWTs.

This discrepancy leads to two issues, illustrated
in Fig. 4. First, the definition of a word is inconsis-
tent: item 3 is one word for UD but two words for
PARSEME. Second, in item 11 only rolle ‘role’ be-
longs to an MWE, since Haupt ‘head’ can be freely
replaced (Nebenrolle spielen ‘play the secondary
role’). This cannot be rendered if UD keeps com-
pounds unsplit.

3.4 Morphology and Syntax

In UD, the morphological description of a word em-
ploys 17 universal POS tags and over 200 values for
morphological features (columns 4 and 6 in Fig. 3),
though explicitly admitting that some of them may
not be necessary in some languages. Syntactic anno-
tation in UD follows the dependency approach and
adopts the lexicalist principle. Namely, words are
divided into content words – typically verbs, nouns,
adjectives or adverbs, with referential meaning –
and function words – determiners, adpositions, aux-
iliaries, etc. Content words are linked by syntactic
relations, while function words attach to the con-
tent words they modify. For instance, in Fig. 2, the
verb is the head of the auxiliary (items 2–3) and
the nouns are the heads of the prepositions (items
4–6 and 7–8) rather than vice versa. A set of 37
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syntactic relations considered universal (column 8
in Fig. 3) is defined. More specific relations in a
language are accepted as subtypes of the universal
ones (e.g. obl:arg in line 6 in Fig. 3) and 26 such
subtypes are currently found in the UD treebanks.
Treebanks are not required to use language-specific
extensions, even if they cover phenomena for which
such extensions are defined. This leads to signifi-
cant inconsistencies in the use of subrelations, even
among treebanks of the same language.

PARSEME, while modeling idiosyncrasy, tries
to remain as independent of a particular linguistic
framework as possible. It considers, for instance,
that in a prepositional phrase a preposition directly
governs a noun, or the opposite, depending on a partic-
ular linguistic theory. However, PARSEME approxi-
mates semantic compositionality by lexical andmor-
phosyntactic flexibility tests that are driven by syn-
tactic structure. Thus, the main PARSEME decision
diagram asks questions about the syntactic head of
the candidate expression, its dependents, its mor-
phosyntactic category, etc. This implies a strong
dependence on the underlying syntactic framework,
and UD provides such framework, validated across
many languages.

Another advantage for PARSEME is that the
lexicalism in UD helps keep the MWE definition
relatively simple. Namely, MWE components more
easily form a weakly connected dependency graph
(Sec. 3.5) if content words head function words than
vice versa (Savary and Waszczuk, 2020). One minor
disadvantage from lexicalism concerns MWEs with
copulas. For instance in (en) to be somebody ‘to be
important’ the pronoun heads the copula be, which
prevents PARSEME from saying that a verbal MWE
is always headed by a verb.

The universality of UD thus enables universal-
ity for PARSEME, which has been increasingly re-
lying on UD. For all 14 languages in version 1.2
of PARSEME, MWE annotations build upon UD-
compatible corpora (manually annotated or auto-
matically predicted); and among all 26 PARSEME
corpora, 20 are UD-compatible.

3.5 The Notion of MWE

The way UD and PARSEME understand the notion
of an MWE is the major source of apparent discrep-
ancies between the two frameworks. UD did not

(a) Leave in case of alarm
fixed

fixed
case

(b)
a TV Globo
the TV Globe

det flat

(c) USB cell phone chargers

compound
compound compound

(d) road rage

compound

Figure 5: A complex preposition, a proper name (in
Portuguese) and a nominal compound.synana

(a) New York City Health
amod compound compound

(b) John Brown University
flat
compound

Figure 6: Complex names with mixed dependencies.

attempt to formally define MWEs, using it as an
umbrella term for expressions for which other syn-
tactic relations seem useless or inconvenient. UD
defines 3 dependency labels in such cases.

[fixed] is used for highly grammaticalised ex-
pressions, as in Fig. 5a, that typically behave as func-
tion words or short adverbials, i.e. belong to closed
grammatical categories. The name of the label in-
spired by Sag et al. (2002) signals morphosyntactic
fixedness. By convention, all parts of such an ex-
pression are attached to the leftmost component,
that is, the whole is considered headless (even if a
head might be identifiable).

[flat] is meant for headless semi-fixed expres-
sions, like names or complex numerals, as in Fig. 5b.
These belong to open categories and are subject to
high productivity.

[compound] marks any word-level compound-
ing, including nouns, adjectives, and verbs. Com-
pounds are seen as headed expressions, i.e. mod-
ification relations are rendered, as in Fig. 5c. A
compound may or may not be semantically compo-
sitional, as in Fig. 5c and 5d, respectively.

This typology concerns dependency relations,
not expressions. In particular, various labels can be
mixed within one expression, as shown in Fig. 6.
Some UD subtypes (e.g. compound:lvc, expl:pv)
are related to MWEs in PARSEME (Sec. 3.6).

For PARSEME, an MWE is a combination of
words with at least two lexicalized components (al-
ways realized by the same lexemes) displaying lex-
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visits which I wanted to pay ⇒
acl:relcl xcomp

I wanted to pay visits

obj

Figure 7: AVMWE candidate and its canonical form.

ical, morphological, syntactic or semantic idiosyn-
crasies (Sec. 2). Even if PARSEME’s ambition is to
model MWEs in general, its major efforts were put
into verbal MWEs (VMWEs). A VMWE is defined as
an MWE whose canonical form (least syntactically
marked form keeping the idiomatic reading) is such
that its syntactic head is a verb, its other lexical-
ized components form phrases directly dependent
on this verb (the whole forms a weakly connected
graph), and it passes the idiosyncrasy tests defined
in the PARSEME guidelines. MWE candidate se-
quences must be transformed into canonical forms.
For instance, the candidate on the left of Fig. 7 does
not fulfill the conditions, but transforming it into
the canonical form on the right restores graph con-
nectivity and verb-headedness.

3.6 MWE Categories

PARSEME defines 3 quasi-universal categories (the
first 3 below, present in many languages but not all),
and 2 universal ones (the last 2 below, present in
all languages under study).11 Statistics about these
annotations in the data are given in Appendix A.

Inherently Reflexive Verbs (IRV) combine
a verb 𝑉 and a reflexive clitic 𝑅 such that (i) 𝑉
never occurs without 𝑅, as in (sv) gifta sig (lit. ‘get-
married oneself’) ‘get married’, or (ii) 𝑅 distinctly
changes the meaning or valency of 𝑉 , as in (es)
recogerse ‘go home’/recoger ‘gather’. They are con-
trasted with regular reflexives: true reflexive, re-
ciprocal, middle passive and impersonal, e.g. (ro)
casele se vând bine (lit. ‘houses sell themselves well’)
‘houses sell well’. In UD, the above uses are divided
into two classes, depending on if the reflexive clitic
can or cannot be mapped on a semantic argument
of the verb. In the former case, the “regular” de-
pendency label corresponding to the role of the
clitic is used, e.g. obj in (pl) myć się ‘wash one-
self’. The latter is covered by the expletive label.
Subrelations can further distinguish these uses, in

11https://parsemefr.lis-lab.fr/
parseme-st-guidelines/1.3/?page=030_Categories_

of_VMWEs

particular, expl:pv covers case (i) above, signaling
idiosyncrasy.

Verb-Particle Constructions (VPCs) have
two subclasses in PARSEME. In fully non-
compositional VPCs (VPC.full), adding the particle
considerably changes the meaning of the verb, as
in (sv) Det gick upp för mig (lit. ‘It went up to me’)
‘It occurred to me’. In semi-compositional VPCs
(VPC.semi), the particle adds a partly predictable but
non-spatial meaning to the verb, as in (sv) äta upp
(lit. ‘eat up’) ‘finish eating’. Verb-particle combina-
tions where the particle only adds spatial meaning
are not annotated, as in (sv) gick upp på vinden ‘went
up to the attic’. In UD the subrelation compound:prt
can be used to connect a particle to its head verb,
regardless of idiomaticity, i.e. all 3 examples above
fall into this category.

Multi-Verb Constructions (MVCs) are id-
iomatic combinations of two verbs, e.g. (fr) laisser
tomber (lit. ‘to let fall’) ‘to abandon’, in particular se-
rial verbs in Asian languages, e.g. (hi) kar le (lit. ‘do
take’) ‘do for one’s own benefit’. This relates to the
UD compound:svc subrelation, which however cov-
ers serial verbs both in idiomatic and compositional
uses, e.g. (ja) naguri korosi (lit. ‘punch kill’) ‘kill by
punching’.

Light-Verb Constructions (LVCs) are com-
binations of semantically light verbs and predica-
tive nouns expressing the semantics of the action or
state. Two subcategories are defined. In LVC.full the
verb’s subject is the noun’s semantic argument as in
(sl) imeti predavanje ‘give a lecture’. In LVC.cause
the verb’s subject is the cause or source of the noun,
as in (en) grant right. In UD, the same expressions
are most often annotated with the “regular” obj de-
pendency, even if the scope of the compound:lvc

subrelation is similar to LVC.full.
Verbal Idioms (VID) is the most diverse cate-

gory in PARSEME, gathering cases not covered by
other categories. The verb’s dependents are unre-
stricted, including subjects, as in (en) a little bird
told me, direct objects, as in (6), etc. The verb can
have several dependents, as in (en) cut a long story
short, or combine features from other VMWE cate-
gories, as in (sv) sätta sig upp mot någon (lit. ‘sit
oneself up against someone’) ‘defy someone’. A VID
candidate must display lexical or morphosyntactic
idiosyncrasy, as in (1)–(6). As VIDs are so diverse,
there is no direct correspondence in UD. They are
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typically annotated as syntactically regular, possi-
bly with subrelations for particles and reflexives
when those are parts of the VID. The UD fixed re-
lation cannot be used to signal inflexibility in VIDs
since it is limited to functional MWEs.

4 Towards UD-PARSEME Unifica-

tion

The discrepancies discussed above harm universal-
ity, therefore we are taking steps towards unifying
UD and PARSEME. The expected advantage lies in a
better parallelism in annotating syntactic vs. seman-
tic and regular vs. idiosyncratic properties. Our intu-
ition is that semantic non-compositionality is an in-
triguing phenomenon and annotators wish to signal
it even when annotating morphosyntax. If an MWE
has (partly) regular syntax but idiomatic semantics,
and if only morphosyntactic labels are available, an-
notators might prefer to signal idiosyncrasy rather
than regularity.12 Another temptation is to intro-
duce new subtypes such as obj:lvc, which could
block other useful syntactic distinctions that could
be encoded with subtypes (since recursive subtypes
are not allowed). Adding the MWE layer to the
annotation schema solves these problems.

Another motivation is that both automatic pro-
cessing of MWEs and parsing benefit from solving
the two tasks jointly (Constant et al., 2017; Taslim-
ipoor et al., 2020), therefore aligning morphosyn-
tactic and MWE annotations serves NLP. Here, we
lay out a multistage unification roadmap for major
issues, summarized in Appendix B.

Note that no re-annotation effort is required
on the UD side in the first two stages. This is im-
portant for at least three reasons. Firstly, while
for PARSEME idiosyncrasy is central, for UD it is
only one of the many phenomena to be modeled.
It is therefore natural for the PARSEME commu-
nity to be the main responsible party for changes
related to idiosyncrasy. Secondly, the UD commu-
nity of treebank creators and users is very large.
Any change in annotation principles, in order to
be widely adopted, should minimize manual re-
annotation and should be divided into small, eas-
ily achievable steps. Thirdly, as mentioned in Sec-

12E.g. in the Romanian Reference Treebank, VIDs with reg-
ular syntax like avea loc ‘take place’ are marked as fixed.

# global.columns = ID FORM LEMMA . . . PARSEME:MWE
1 die der . . . *
2 Hauptrolle Hauptrolle . . . 1@6-10:LVC.full
3 spielen spielen . . . 1

Figure 8: PARSEME tag with a sub-token span

tion 3.1, while PARSEME annotation is sporadic, UD
trees fully cover the annotated text, which implies
a heavier (re-)annotation workload.

4.1 Words and Tokens

PARSEME’s notion of word is sometimes more gran-
ular than UD’s (Sec. 3.3), and the segmentation of
tokens into words would need to be reconciled. This
is crucial for cases where MWEs cover parts of to-
kens, as in (10). Another such case occurs in Korean
UD treebanks (Chun et al., 2018; Oh et al., 2020),
where agglutinative postpositions are considered to
form a syntactic word with their stem (segmented
only in the lemma), as in (11). The postposition
에 (-ey) and following word대해 (tayhay) together
mean ‘about’, but because the postposition is not
split, we would need to refer to a subword unit.

(11) 언어에
language:postp

대해

about

읽다

read
(ko)

‘read about languages’

Short-term Proposal We propose to supple-
ment existing UD parses with MWE annotations,
without altering tokenization. MWEs that encom-
pass entire MWTs, as in (9), are already covered by
PARSEME. For cases like (10) and (11), the MWE
column could specify sub-token spans, as in Fig. 8.

Long-term Proposal Parts of unsplit tokens
participating separately in MWEs suggest a defi-
ciency in UD’s implementation of MWTs. We pro-
pose that, ultimately, UD syntactically recognize
synthetic compounds as productive, regardless of
the MWE status. This would require UD treebanks
in some languages to systematically split current
compoundwords intoMWTs, ensuring each compo-
nent word has an appropriate lemma and morpho-
logical features, and adding a dependency relation
(such as compound or compound:prt) between them.
This could also help disambiguate the interpretation
of some compounds, as in (sv) bildrulle: bil+drulle,
bild+rulle ‘car maniac (bad driver), picture roll (roll
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of film)’.13

4.2 Terminology and Guidelines

A common understanding of MWE-related termi-
nology is a basic requirement for UD/PARSEME
convergence. This could be achieved progressively.

Short-term proposals Different interpreta-
tions of the term “multiword expression” are un-
derstandable (Sec. 3.5), since it literally means an
expression containing two or more words, with no
further restriction. However, the term, as under-
stood by the MWE community (Baldwin and Kim,
2010), has an extra meaning component of idiosyn-
crasy (it is itself an MWE!), and we propose to ad-
here to this definition.14 This would mean, for UD,
not to use the term MWE for phenomena considered
regular, replacing the MWE heading (currently de-
scribing compound, fixed and flat) with a more
neutral description like “other complex construc-
tions”. This should be easy to achieve, as MWEs do
not have a technical definition in UD: the term is
used casually in the guidelines, but is not part of the
morphological or syntactic labels or their criteria.
This proposal is conservative in the sense that it
does not, in principle, require modifications of the
annotations.15 On the PARSEME side, the VPC label
might be renamed to IVPC (for idiomatic VPC), so
as to signal that verb-particle combinations can be
both regular and idiomatic, and only the latter are
MWEs (Sec. 3.6). Criticism of the current VMWE
guidelines (Savary and Waszczuk, 2020; Fotopoulou
et al., 2021) should also be addressed.

Mid-term Proposals A major mid-term re-
quirement for PARSEME would be to extend its
terminology and guidelines to all syntactic types of
MWEs, rather than VMWEs only, e.g. based on the
foundational work by Schneider et al. (2014) and
Candito et al. (2021). Challenges include defining
the borders between named entities and MWEs.

Long-term Proposals Most languages con-
tain productive grammatical subsystems which yield

13Tokenization issues occur not only in compounds. Ag-
glutinative languages may adopt different word segmentation
strategies, in spite of similar structure (Han et al., 2020). This
must also be addressed (Tyers et al., 2021) but goes beyond this
paper’s scope.

14Even if “idiomatic MWE” would be more precise.
15One exception, in English, would be to abandon the se-

mantic compound:prt vs. advmod distinction in VPCs.

expressions with particular syntax and semantics,
such as names, numbers, measurements, and dates
(Kahane et al., 2017; Schneider and Zeldes, 2021).
Their heavy semantic load makes them central units
of interest for NLP. They partially overlap with reg-
ular syntax and MWEs, e.g. (pl) Małgorzata Kowal-
ska is a name with a regular noun-adjective struc-
ture, and (en) “Always Look On The Bright Side Of
Life” is a title containing a VID. However, they also
follow specific patterns, such as defective number
agreement in (en) two million, and nesting (Fig. 6).
They call for normalisation standards like TimeML
and AMR (Pustejovsky et al., 2003; Banarescu et al.,
2013). Annotating subsystems jointly with UD
and PARSEME would require new instantiations
of CONLL-U Plus, with extra columns, such as ‘NE’
in Fig. 9. Other initiatives are making progress to-
wards adding entity and coreference layers to UD
(Nedoluzhko et al., 2022).

4.3 Occurrence vs. Type Encoding

We suggest unification steps towards a better ac-
count of the type/occurrence nature of idiosyn-
crasies.

Mid-term Proposals As soon as PARSEME
extends its guidelines to all syntactic MWE types,
they should be applied to all PARSEME corpora.
The general principle would be:

• UD layers only account for lexical/mor-
phosyntactic idiosyncrasy of MWE occur-
rences, such as irregular syntax in (3). Gram-
matically regular MWE occurrences would
receive “ordinary” annotation, regardless of
semantics.

• The PARSEME layer would signal any kind of
semantic idiosyncrasy, i.e. it would flag each
expression which is lexically/morphosyntac-
tically irregular, whether at the level occur-
rences or of types, e.g. for all examples in
Sec. 2.

This would require a systematic use of the .cupt
format to jointly represent all dimensions of idiosyn-
crasy. This would also question the utility of UD’s
fixed label, since fixedness is a property of types
rather than occurrences. Maybe this label could be
merged with flat and both renamed to headless

to avoid confusion with previous interpretations.

Northern European Journal of Language Technology



# global.columns = ID FORM . . .HEAD DEPREL . . .MWE NE
1 Leave . . . 0 root . . . * *
2 in . . . 3 case . . . 1:AdvMWE.fixed *
3 case . . . 1 obl . . . 1 *
4 of . . . 5 case . . . * *
. . .
11 Leave . . . 0 root . . . * *
12 in . . . 15 case . . . 1:AdvMWE.fixed *
13 case . . . 12 headless . . . 1 *
14 of . . . 12 headless . . . * *

31 a . . . 32 det . . . * *
32 TV . . . 34 nsubj . . . * 1:ORG
33 Globo . . . 32 headless . . . * 1

Figure 9: Two possible annotations for a multiword
preposition; and a headless organization name.

The PARSEME layer might deal with signaling total
(rather than partial) fixedness if needed. The exam-
ple in Fig. 5a would be annotated as in Fig. 9, depend-
ing if it is seen as analysable (lines 1–4) or headless
(lines 11–14). The example in Fig. 5b would also be
headless (lines 31–33), with a possible named en-
tity type (column 12), if a subsystem layer is added
to the schema (Sec. 4.2).

These would be major changes, and authors of
some treebanks might not be sufficiently interested
in idiomaticity to accept the addition of a column.
In this case, the previous distinction between fixed

and flat should be kept to distinguish grammatical-
ized and productive headlessness. Subrelations such
as compound:prt and compound:svc should proba-
bly be kept but used more consistently, since they
are orthogonal to idiosyncrasy. Subrelations :lvc
and :pv are superfluous: we propose to abandon
them and use the 11th column instead.

Long-term Proposals Most optimally, the
occurrence-type dichotomy of idiosyncrasy could
be modeled in a framework in which corpus and
lexicon are interlinked. A corpus would docu-
ment occurrences, i.e. MWE occurrences would
only be annotated for individual properties (includ-
ing occurrence-wise idiosyncrasy such as irregular
syntax). The lexicon would describe types, i.e. all
occurrences of the same MWE would be linked to a
lexicon entry representing its type and storing its
type-wise properties such as categories (LVC, VID,
etc.) and a meaning. A similar schema was imple-
mented by Bejcek and Stranák (2010). An MWE
lexicon entry could also contain other type-specific

properties such as canonical forms (lemmas), flex-
ibility and agreement constraints, as in (4–6), and
links to ontologies (Hajnicz and Bartosiak, 2019).

Finally, an MWE lexicon could be more compli-
ant with a typological perspective. PARSEME’s cur-
rent MWE typology is driven by annotation needs,
i.e. new categories are introduced if specific tests
are needed to identify some MWE in texts. An
orthogonal, more typologically-driven categoriza-
tion could use cross-linguistic constructions and
language-specific structural types (Koptjevskaja-
Tamm, 2002).

4.4 Data Quality

Both UD and PARSEME provide contributors with
automatic data quality checkers. These should be
unified and extended. PARSEME might enhance its
validator to check compliance with guidelines (e.g. a
verb in an LVCmust have a single lexicalised depen-
dent), and should integrate it with the UD validator,
which runs automatically when a new version of a
treebank is pushed to the GitHub repository. UD
might develop tools inspired by PARSEME’s con-
sistency checks, in which a “vertical” view of the
corpus groups annotations of the same MWE. This
might help overcome inconsistencies within a tree-
bank or within treebanks for the same language,
e.g. due to the optionality of subrelations.

5 Conclusions and Future Work

We have compared how UD and PARSEME cap-
ture linguistic idiosyncrasy. Since PARSEME largely
agrees with UD’s objectives, it increasingly follows
UD on data formats, morphology, (regular) syntax
and tokenisation.

We are optimistic about UD and PARSEME join-
ing forces for compatible encoding of regular and id-
iosyncratic phenomena, as detailed in our roadmap
proposal. In the long run, these efforts might bene-
fit from more typological insights. Also, extending
the annotation schema to large classes of construc-
tions would enable an even more comprehensive
account of idiosyncrasy. The implementation of
these suggestions will depend, however, on a deli-
cate balance between existing and upcoming data,
automation tools, and—above all—on availability
and willingness of contributors.
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related Labels in the UD and

PARSEME Corpora

Table 1 shows the statistics and comments about
the use of MWE-related labels in the UD treebanks
in version 2.9 (with 131 treebanks in total).

Table 2 documents the number of PARSEME
languages in which the MWE labels are used.

B Roadmap for UD-PARSEME

Unification

Table 3 summarises the proposals from Section 4.

Northern European Journal of Language Technology

https://doi.org/10.5281/zenodo.1469555
https://doi.org/10.5281/zenodo.1469555
https://doi.org/10.18653/v1/W19-5110
https://doi.org/10.18653/v1/W19-5110
https://aclanthology.org/2020.mwe-1.5
https://aclanthology.org/2020.mwe-1.5
http://www.lrec-conf.org/proceedings/lrec2014/pdf/521_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2014/pdf/521_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2014/pdf/521_Paper.pdf
https://aclanthology.org/2021.udw-1.14
https://aclanthology.org/2021.udw-1.14
https://aclanthology.org/2021.udw-1.14
https://doi.org/10.1017/S0140525X09990598
https://doi.org/10.1017/S0140525X09990598
https://aclanthology.org/2020.mwe-1.19
https://aclanthology.org/2020.mwe-1.19
https://aclanthology.org/2020.mwe-1.19
https://aclanthology.org/2020.mwe-1.19
https://doi.org/10.4230/DagRep.11.7.89
https://doi.org/10.4230/DagRep.11.7.89


Label Treebanks Comments

fixed 109 Limited to functional MWEs
flat 119 Productive headless constructions
compound 99 Productive headed compounds. 10 additional treebanks have the com-

pound relation, but always with a subtype.
expl:pv 20 Inconsistent use in Spanish-AnCora vs. Spanish-GSD, French-GSD vs.

other French treebanks
compound:prt 32 In English compound:prt is used when the particle is not spacial, and

advmod otherwise. The same distinction is suggested in the universal
guidelines. Inconsistently used in Persian-Seraji vs. Persian-PerDT

compound:svc 8
compound:lvc 11 Most often commuted for obj. Inconsistently used in Turkish-BOUN

and Turkish-IMST vs. all other Turkish treebanks

Table 1: Use of MWE-related labels in the UD treebanks in version 2.9 (with 131 treebanks in total)

Label Corpora Comments

IRV 8
VPC.full 6 Greek and Hebrew use only VPC.full
VPC.semi 5 Chinese uses only VPC.semi
MVC 7
LVC.full 14 Hindi allows adjectives in place of nouns
LVC.cause 13 Not in Turkish
VID 14

Table 2: Use of MWE-related labels in the PARSEME corpora in version 1.2 (with 14 languages in total)

Short-term Mid-term Long-term

UD

Assume idiosyncrasy of MWEs
Don’t use MWE as umbrella term for

fixed, compound and flat

Use the .cupt format
Merge fixed with flat, maybe rename

to headless

Abandon compound:lvc and expl:pv

In new annotations, only flag token
idiosyncrasy

Annotate subwords whenever
appropriate (e.g. Haupt-rolle)

Extend the annotation schema to
subsystems

PA
RS

EM
E

Tag spans for subtokens (Hauptrolle)
Rename VPCs to IVPCs

Guidelines for all syntactic types
of MWEs, with subtypes for
totally fixed MWEs

Define the border between
named entities and MWEs

Annotate MWEs of all syntactic types
Flag both token and type idiosyncrasy

Link corpora with MWE lexicons,
encode MWE type properties
in the lexicons

Use orthogonal typology-inspired
categories

Extend the annotation schema
to constructions

Table 3: Roadmap for the UD-PARSEME unification. Actions with white background require no manual
(re-)annotation. Actions highlighted in blue will require major annotation effort: those in dark blue apply
to all languages, whereas those in light blue (concerning subword-level annotations) apply to a subset of
languages.
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Abstract Earlier research has shown that few studies in Natural Language Generation (NLG) evaluate their system outputs using an

error analysis, despite known limitations of automatic evaluation metrics and human ratings. This position paper takes the stance

that error analyses should be encouraged, and discusses several ways to do so. This paper is based on our shared experience as

authors as well as a survey we distributed as a means of public consultation. We provide an overview of existing barriers to carrying

out error analyses, and propose changes to improve error reporting in the NLG literature.

1 Introduction

Error analysis is a formalised procedure through which

researchers identify and categorise errors in system

output. In the context of Natural Language Genera-

tion (NLG), error identification often means manually

annotating the output text, ideally with multiple an-

notators (van Miltenburg et al., 2021a). The results of

this analysis are often presented in a table, ranking the

error categories by their frequency. This goes beyond

the more common practice of providing some (strate-

gically) hand-picked examples of ‘cherries’ (showing

good model performance) and ‘lemons’ (showing the

opposite).
1

While error analysis is relatively labour-intensive, it

has some important advantages over commonly used

evaluation metrics (see Celikyilmaz et al. 2020 for an

∗
This project was led by the first author. The remaining authors

are presented in alphabetical order.

1
For reference on this terminology, see https://en.wikipedia.org/

wiki/Cherry picking and https://en.wikipedia.org/wiki/Lemon law

overview) or human ratings (Howcroft et al., 2020;

van der Lee et al., 2021). These metrics only provide

overall scores, and they do not explain what aspects of

the output show room for improvement. Error analysis

does provide this information, and as such it is an essen-

tial step towards tackling issues with the output. Based

on an error analysis, one might for example establish a

benchmark that targets common weaknesses of NLG

systems. (See Van Miltenburg et al. 2021a for further

discussion.) Moreover, error analyses provide a healthy

dose of skepticism with regard to system performance,

and as such help avoid the fallacy of AI functionality
(Raji et al., 2022)

2
. Finally, it is simply not possible to

automatically evaluate all aspects of NLG output (Raji

et al., 2021). Error analysis is flexible enough to identify

2
Briefly, the fallacy of AI functionality is the assumption that AI

systems work as advertised, and can readily be deployed to carry out

the task they were trained to perform, without any strong evidence to

back up this claim. Although neural NLG systems may achieve high

scores through automatic metrics on community leaderboards, they

may still make surprising mistakes that keep them from being useful.

These mistakes can be detected through manual inspection.
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the issues that are most salient to the human eye.

Despite the usefulness of error analyses, Van Mil-

tenburg et al. (2021a) have shown in their survey of

INLG papers published in 2010, 2015, and 2020 that rel-

atively few NLG papers included them (about 11% of

the papers surveyed). Gehrmann et al. (2022) provide

a similarly low number (about 23% of papers published

at ACL, INLG, or EMNLP 2021). It is unclear why most

authors do not report error analyses in their work, or

how we might encourage authors to carry out an error

analysis. We aim to provide clarity on both counts.

Based on earlier work by Van Miltenburg et al.

(2021a) and our own experiences as NLG researchers,

we identified nine different factors that might influ-

ence authors in their decision (not) to carry out an error

analysis. We then carried out a public consultation in

the form of a survey among NLG researchers to ask for

their opinions on error analysis and to identify addi-

tional barriers and enabling factors for carrying out an

error analysis. This way, we obtained a validated list to

discuss in this position paper, where we take the stance

that error analysis should be promoted.

Our findings suggest that NLG researchers gener-

ally appreciate error analyses they see in the work of

others, but they are held back from carrying out an

error analysis themselves for various reasons. We dis-

cuss the aspects that could enable the reporting of error

analyses and argue for meaningful changes to the pub-

lication process, so that future researchers may reap the

benefits of a research culture where error analyses are

rewarded. The code and data for this research project

are freely available online.
3

2 Related work

2.1 Evaluation of NLP & NLG systems
Evaluation is a hot topic that is garnering more at-

tention in both NLG and NLP research communi-

ties. There is increasing recognition that current au-

tomatic and human evaluation practices are insuffi-

cient (Gehrmann et al., 2022). This has resulted, re-

cently, in several evaluation-focused workshops, such

as Eval4NLP, EvalNLGEval, HumEval, and GEM. This

shows a high interest in topics that specifically address

the question of evaluation. These workshops are being

organised on top of well-established academic confer-

ences and events.

We believe there are several (interconnected) fac-

tors that have led to evaluation receiving this increased

level of attention:

‘Superhuman’ performance Tasks are becoming

saturated more quickly, with systems performing at

3
https://github.com/evanmiltenburg/ErrorAnalysisSurvey

or above what has been defined as a human level of

performance under the given evaluation setup (Kiela

et al., 2021). Current benchmarks have been criti-

cized from two main angles. (1) The decontextualized

setup of these tasks tends to make benchmarks less

natural, which puts human judges at a disadvantage

(Läubli et al., 2020). (2) More generally, it is question-

able whether many of these computational tasks suit-

ably model the broad language tasks that they claim to

model (Raji et al., 2021).

Uninformative metrics There is also an aware-

ness of poor correlation between human judgements

and automatic metrics (Reiter and Belz, 2009; Novikova

et al., 2017; Clinciu et al., 2021), as well as the need to

move beyond a single number to evaluate the perfor-

mance of a given system with diverse sets of evaluation

suites (Mille et al., 2021).

Unequal comparisons Recent advances, such as

the Transformer architecture (Vaswani et al., 2017), pro-

vided NLP practitioners with new and undoubtedly

powerful tools for building NLG systems and metrics.

However, these novel advances have not yet led to a

flourish of commercial neural NLG systems, which re-

main largely symbolic (Dale, 2020).
4

Neural systems

are prone to hallucination; they include extraneous and

often factually inaccurate content (Ji et al., 2022) that

metrics either miss or were never designed to detect

(Thomson and Reiter, 2021). Dušek et al. (2020) show

that, compared to non-neural data-driven, rule-based,

or template-based models, sequence-to-sequence mod-

els typically score higher on word-overlap metrics such

as BLEU or METEOR, and human ratings for natural-

ness, but lower in human ratings of overall quality.

Taken together, all of the above factors indicate that

our evaluation tasks, metrics, and procedures likely

need to be improved so that we can meaningfully com-

pare different systems with each other as well as to hu-

mans, simple baselines, or other measures of acceptable

performance.

As Gehrmann et al. (2022) note, there are many

known issues with evaluation practices in NLG, and

many proposals have been made to improve the situ-

ation. Gehrmann et al. (2022) looked at the adoption

rates of different evaluation techniques, and they show

that many current best practices (including error anal-

ysis) are not being followed. A recent interview of NLG

practitioners (Zhou et al., 2022) showed that authors

tend to prioritise certain types of quality criteria (such

as correctness, grammaticality, usefulness, etc.) with-

out a shared full understanding of what these crite-

ria mean, something also observed by Howcroft et al.

4
With the exception of machine translation, which may or may

not be counted as an NLG task (depending on who you ask).
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(2020) and Belz et al. (2020). There are also open ques-

tions as to which criteria are sufficient to demonstrate

that a system is suitable for purpose.

2.2 Meta-science
This paper is an exercise in meta-science. By this term,

we mean researchers studying and reflecting on the

way scientific research is carried out and subsequently

reported. Many people associate meta-science with

the open science movement. Following the replication

crisis in psychology and other fields, researchers have

made different proposals to make our results more open

and reproducible (Munafò et al., 2017). In NLP, we

have seen initiatives to improve our reporting practices

(Dodge et al., 2019) and to pre-register studies before

carrying them out (van Miltenburg et al., 2021b).

Next to openness and reproducibility (Belz et al.,

2021), one can also look at the incentive structures

that exist in the scientific community, and that may

boost some kinds of research, while discouraging other

kinds of work. ‘The incentives’ constitute a broad

header, which includes citations (what kinds of papers

get cited?), awards (what kinds of papers get recog-

nized through best paper awards?), community stan-
dards (what is seen as a valuable contribution?), and so

on. Next to these, there are also restrictions such as

paper length (how long should papers be?) which disin-

centivise authors to write lengthy discussions, and thus

form barriers to carry out specific kinds of research.

This paper looks at the structural properties of the NLP

research culture that influence authors’ decisions (not)

to carry out error analyses.

This is not the first study looking at publication in-

centives in NLP. Rogers and Augenstein (2020) discuss

our reviewing process and publication culture, and Van

Miltenburg et al. (2021a) discuss different incentives

that may en/discourage the inclusion of error analyses.

Of those incentives, Gehrmann et al. (2022) identify ac-

countability to reviewers as the main driver to improve

the evaluation quality in published NLG research. This

paper aims to find out to what extent these factors in-

fluence authors’ decisions.

There is also work outside NLP that studies how to

make researchers show desirable behaviour. For exam-

ple, Ali-Khan et al. (2017) looked into incentives to take

part in open science, and Singh et al. (2014) did the same

for engagement in public policy. Given the number of

variables involved in academic publishing, this is a mul-

tifaceted problem with different schools of thought on

peer review improvement. Waltman et al. (2022) argue

that there are four different perspectives on how to im-

prove peer review (focusing on Quality & Reproducibil-

ity, Democracy & Transparency, Equity & Inclusion, Ef-

ficiency & Incentives). These categories of schools of

thought provide a useful framework for thinking about

the implications of any changes to the review process.

For example, the idea to require or reward error analy-

ses as part of the review process aligns with the Quality

& Reproducibility school, but may go against the prin-

ciples of the Efficiency & Transparency school, since it

further burdens the reviewers (who already show signs

of fatigue).

Regardless of your meta-scientific position, any

proposal to improve the field should start by asking

the relevant stakeholders about their experiences and

ideas. We did this through a questionnaire, which is

described in the next section.

3 Method
We asked NLG researchers and practitioners for their

opinions about error analysis, as well as factors that af-

fect the likelihood of including one in their work. We

purposefully did not posit any hypotheses, since our

aim is to describe the current perceptions of error anal-

ysis, and to sketch a path towards greater adoption of

it in NLG research.

Survey Our survey opens with an information let-

ter describing our study and its main goals, followed

by an informed-consent form. Participants were al-

lowed to skip all questions except for the informed con-

sent. Upon their consent, participants were asked some

general demographic questions, followed by questions

about the following topics (see Appendix C for details):

1. Experience reading error analyses

2. Experience carrying out error analyses

3. Barriers and enabling factors to carry out error

analyses

4. Necessity and usefulness of error analyses

5. Reporting practices

6. Other comments

Population of interest Our survey targets re-

searchers and practitioners interested in NLG research.

To maximize our reach, we spread our survey through

Discord, Slack, Twitter, and the Corpora
5

and SIGGEN
6

mailing lists (SIGGEN is the Special Interest Group for

ACL researchers working on Natural Language Genera-

tion). The SIGGEN community is not very large. For the

2020 SIGGEN board member elections, there were 428

eligible members (i.e., people subscribed to the SIGGEN

list, after filtering out any duplicates). Of these, only 92

members cast a ballot.
7

This puts an upper bound on

5
https://mailman.uib.no/listinfo/corpora

6
https://www.jiscmail.ac.uk/cgi-bin/wa-jisc.exe?A0=SIGGEN

7
As reported through the SIGGEN mailing list, by Jose M. Alonso

(SIGGEN board member at the time of writing): https://www.jiscmail.

ac.uk/cgi-bin/wa-jisc.exe?A2=SIGGEN;5f3966e0.2012
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Experience in NLG Affiliation

No response 13 No response 12

Less than 2 years 13 Academia 51

2 - 5 years 23 Industry 8

6 - 10 years 5 Other 1

11 or more years 13

I don’t work in NLG 5

Table 1: Demographics for our participants.

the number of responses we might reasonably expect to

receive (particularly since voting takes less effort than

filling in a survey).

Participants We received 72 responses (consenting

to the survey and answering at least one question).

Of those who indicated their affiliation, 51 were aca-

demics, eight were from industry, and one selected

“other”. Table 1 provides a general overview of the de-

mographics. Because of the limited number of respon-

dents per category, we did not carry out any subgroup

analyses.

Analysis We performed a quantitative analysis of the

responses to our closed questions. In addition, we

performed a qualitative analysis of the open question

responses, inspired by other qualitative approaches,

such as thematic analysis (Braun and Clarke, 2006) and

grounded theory (e.g., Strauss and Corbin 1994). We

first read the responses for each question, to get a gen-

eral sense of the answers. Then, we apply open coding:

we organise the responses using short, descriptive la-

bels (known as codes). The coding was done indepen-

dently by one or two of the authors for each section. We

used these codes to develop coherent themes that are

reflected in the answers (axial coding). In turn, these

themes are used to form a narrative about barriers and

limitations, and enabling factors and benefits of error

analyses.

The goal of obtaining a high inter-annotator agree-

ment (or inter-coder reliability) is often criticized by

qualitative researchers because it assumes the posi-

tivist idea that an objective interpretation of the data

is both possible and desirable (Terry et al., 2017). If the

focus on inter-annotator agreement is too strong, we

may lose track of insights that cannot be captured by

a strictly defined taxonomy. Instead, we can embrace

researcher subjectivity in our quest to gain a deeper

understanding of the perspectives of our respondents.

Through discussions among ourselves, we ensure that

the final narrative is both consistent with and sup-

ported by the coded responses. For a related discus-

sion in NLP, see Basile et al. (2021) and the Perspec-
tivist Data Manifesto (https://pdai.info), where the au-

thors argue against aggregated datasets that hide any

disagreements between annotators.

Pilot and positionality We acknowledge that our

own position on the subject of error analysis is not neu-

tral: all authors are in favor of promoting it. How-

ever, since we are all researchers in NLG, we did fill in

a preliminary version of the survey, along with some

colleagues outside of our project, resulting in 12 com-

plete responses. This enabled us to test the questions,

determine the duration of the survey, and substantiate

our own stance towards error analysis. In lieu of a pre-

registration (since this is not a confirmatory study, see

van Miltenburg et al. 2021b), we made sure to analyse

our responses before the deployment of our survey, and

committed the report to GitHub, so that it would be

time-stamped. None of the authors filled in the final

survey, so we can compare the final results to our own

responses.

IRB approval Before carrying out our study, we ob-

tained ethical approval from the Institutional Review

Board (IRB) at the lead author’s university. See §8 for

more details on our ethical considerations.

4 Results
Our results are generally organised by the topics iden-

tified above in Section 3, but there are several themes

(such as the importance of resources such as time and

money) that recur throughout this section.

4.1 Experience reading error analyses

Of the 49 participants that answered this part of the

survey, the majority (33) recalled having read an er-

ror analysis in an NLG paper. Most respondents found

reading an error analysis at least moderately useful,

and no respondent found it not useful. We also asked

these participants what they found useful about the er-

ror analyses they have read. Their answers will be dis-

cussed in Section 4.4.

Sixteen participants indicated that they have not

previously read a published error analysis. We asked

these participants whether they found it surprising

they had not seen any published error analyses. Seven

participants responded to this question. Of these re-

spondents, three participants agreed with this state-

ment. One surprised respondent reasons that NLG er-

rors are evident to daily users of NLG systems, while an-

other observed that without understanding errors prop-

erly “it is quite hard to correctly develop a system”, con-

trasting to a blind hyperparameter optimization effort

for neural nets.
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Participants who did not find the lack of published

error analyses surprising highlighted that error analysis

is time-consuming, tedious, and that the lack of stan-

dards for error analyses prevents useful comparisons

even if the analysis is conducted. We also anticipated

that these issues would form barriers to the broader

adoption of error analyses, and will return to them in

Section 4.3.

4.2 Experience running error analyses

A total of 37 respondents answered a question regard-

ing whether they had ever carried out an error analy-

sis, with 25 indicating they had and 12 indicating they

had not. The respondents who had carried out an er-

ror analysis indicated in their free-text answers that the

primary challenge and difficulty in carrying out an error

analysis is resources. By this, they chiefly meant time,

but the responses also mention tooling, scale, annota-

tors and other similar factors. Error analyses were also

seen as difficult to conduct, both in terms of develop-

ing a high-quality categorization scheme and in ensur-

ing high inter-annotator agreement. The latter aspect

plays into the resource cost, as iterative development is

needed to ensure high inter-annotator agreement. This

is further exacerbated by the lack of a standard method-

ology.

Experienced participants Among the 23 respon-

dents that had carried out an error analysis, 13 par-

ticipants reported having felt that there had not been

enough resources or reference material for them to

carry out an error analysis. At the same time, almost all

of the participants (22 out of 23) that have conducted an

error analysis would consider conducting another error

analysis again in the future.

When asked why they were likely to carry out an

error analysis in the future, the respondents generally

indicate a belief in the analyses being useful. Some ex-

plicitly state that analyses allow for improved results in

the future and provide insights beyond those provided

by standard evaluation metrics. Some of the other re-

spondents viewed error analyses as required, some for

intrinsic reasons, with one answer being unclear with

regard to whether the requirement is an intrinsic one

or an extrinsic one. A few responses highlight that their

ability to conduct error analyses is limited by resources

or collaborator views on their necessity. One respon-

dent viewed error analyses as unnecessary for academic

publishing, but as a standard operating procedure for

industry work.

Other participants For the participants that have

not carried out an error analysis (12), seven have con-

sidered doing so, or plan to do so in the future, with

only four respondents reporting never having even con-

sidered conducting one. Asked for the reason why they

had not carried out an error analysis, a few respondents

had simply not considered conducting an error analy-

sis. Some lacked the resources, most commonly time,

to do so. Multiple respondents indicated that they were

conducting, or had conducted, research into rule-based

NLG, and as such had ensured their systems did not

make any errors before evaluating them.

When queried whether they would be willing to

carry out an error analysis, seven respondents would

consider conducting an error analysis, four respondents

were uncertain, and one respondent answered with

‘probably not.’ We conclude that our community could

potentially publish more error analyses (after all: most

are willing to do so), given the right publishing environ-

ment. This brings us to the next section.

4.3 Barriers and enabling factors
Quantitative results. Before carrying out this survey, we

identified nine factors that may influence the authors’

decision (not) to carry out an error analysis. These

factors were based on work by Van Miltenburg et al.

(2021a), and our experiences as NLG researchers:

1. Page limits: if there is not enough space to

present an error analysis, authors may be hes-

itant to include it or prioritise other aspects of

their work.

2. Error taxonomy: if there is no established error

taxonomy, authors may find it hard to categorize

errors in the output of their system.

3. Annotation tools: if there are annotation tools

dedicated to error analysis, it would make the

process easier.

4. Crowdsourcing template: if there is no template,

there is a higher barrier to carry out an error anal-

ysis, because the authors need to design a task by

themselves.

5. Appreciation from reviewers: if reviewers do not

ask for error analyses, or they do not reward them

enough, authors are less tempted to carry out an

error analysis.

6. Availability of annotators: if there are no anno-

tators (other than the authors themselves), then

carrying out an error analysis may be considered

too much work to carry out alone.

7. Time: error analysis can be time-consuming. If

researchers don’t have enough time to carry out

an error analysis, they will not do it.

8. Money: if researchers do not have the money

to hire annotators/crowd workers, they need to

carry out the full error analysis themselves.

9. Collaborators: error analysis may be considered

too much work to be carried out alone.

Figure 1 provides an indication of which factors
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Strongly
disagree

Somewhat
disagree

Neither agree
nor disagree

Somewhat
agree

Strongly
agree

... there was a higher page limit.

... there would be an existing error taxonomy that I could use.

... there would be dedicated annotation tools for error analysis that I could use.

... there would be a crowdsourcing template for carrying out error analyses.

... reviewers paid more attention to error analyses.

... there were an available pool of annotators or crowd workers.

... I had more time.

... I had more money.

... I had more collaborators.

3 3 9 12 4

1 2 6 11 12

1 4 7 10 10

1 4 8 11 8

0 2 6 9 15

3 3 6 13 7

0 4 2 10 16

1 4 3 9 15

0 3 7 10 12

I would be more likely to carry out an error analysis 
in a conference/journal paper if

Figure 1: Heat map table showing our participants’ (dis)agreement with nine statements about factors that make them

more likely to carry out an error analysis. Numbers are absolute, i.e., counts of participants (dis)agreeing. Darker cells

contain higher numbers.

make it more likely for our participants to carry out an

error analysis. For all nine factors, the results skew posi-

tive, with participants recognising all the identified fac-

tors act as barriers to completing error analyses. Three

of these stand out: time, money, and recognition from

reviewers seem to be the most important. These results

are also confirmed by the qualitative results.

Qualitative results. We further surveyed participants

regarding other barriers that prevent them from carry-

ing out an error analysis and what factors would in-

stead enable them. The participants confirmed that

resources are the premier barrier: time (including the

time that could be allocated for improving the NLG sys-

tems), funds, tools to help with error analyses including

a taxonomy of errors, access to experts that could help

with error annotation as well as lack of system outputs

in literature which could be used for comparison. Simi-

larly, Zhou et al. (2022) also found that time limitations,

especially for industry teams, constrained the use of

qualitative or participatory evaluation approaches. As

expected, access to these resources was identified as an

enabler that helps researchers focus their effort on per-

forming error analyses.

A number of participants mentioned that the cur-

rent research culture does not reward such analyses,

which prevents them from performing and reporting

them. In fact, most participants identified culture

change towards error analysis as an important factor

for adopting it. Specifically, the participants proposed

making error analysis a requirement for papers and

explicitly recognising it in review forms; this should

highlight its importance both for research and indus-

trial/commercial applications.

15 participants responded that they are more likely

to include an error analysis in a journal article, moti-

vated by the benefits of publishing in a journal article,

such as a higher page limit, increased time to publish,

and higher demands on details. However, 14 partici-

pants responded that is equally likely to include an er-

ror analysis in a journal article, as well as in a confer-

ence publication as NLG research is heavily conference-

focused.

When asked if there are currently enough resources

to support error analysis, the majority of respondents to

this question reported that error analysis resources are

still missing (20), while a few participants stated that

there are some resources available (10). Participants

suggested that a well-documented error analysis tax-

onomy and procedures and standards, as well as anno-

tation tools, are missing. Also, funding plays an impor-

tant role in performing error analysis.

4.4 Necessity & usefulness
Quantitative results. Figure 2 shows the participants’ at-

titude towards error analyses. The respondents over-

whelmingly agree that error analyses are useful and

provide insight into system performance. At the same

time, we find that our participants have mixed feelings

about carrying out an error analysis themselves. When

asked whether they find it enjoyable or boring/tedious,

there is a slight majority agreeing with both state-

ments. Although some respondents responded posi-

tively to only one of the two statements, nine partici-

pants somewhat agreed with error analysis being both

“enjoyable” and “tedious.” Based on this observation,

we might say that carrying out an error analysis is like

eating broccoli or Brussels sprouts; we all know it is

good for you (and there certainly are long-term health

benefits), but not everyone enjoys the taste, and it may

be difficult to finish your plate.
8

Should both journal and conference papers include

error analyses? Developing our questionnaire, we ex-

8
Continuing the analogy: in our experience, it is generally more

enjoyable to eat (annotate) together, than having dinner alone, even

if you’re not having the same meal.
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Strongly
disagree

Somewhat
disagree

Neither agree
nor disagree

Somewhat
agree

Strongly
agree

There should be more error analyses in the NLG literature

Error analyses are a valuable part of a paper.

Carrying out an error analysis is enjoyable.

Carrying out an error analysis is boring/tedious.

Error analyses are necessary to fully evaluate
the performance of an NLG system.

Knowing what errors a system makes is helpful
for future research.

Knowing what errors a system makes is helpful
for practitioners/NLG in industry.

If you publish at a conference, and you present an NLG system as
one of your main contributions, you should include an error analysis.

If you publish in a journal, and you present an NLG system as
one of your main contributions, you should include an error analysis.

0 1 1 10 19

0 0 2 4 25

0 7 6 14 3

3 4 6 17 0

1 0 1 5 23

0 0 0 9 21

0 0 1 5 24

0 0 5 13 12

0 0 2 10 18

Figure 2: Heat map table showing the distribution of responses to a question where participants were asked to indicate

their (dis)agreement with nine statements about the desirability/usefulness of error analyses. Numbers are absolute,

i.e., counts of participants (dis)agreeing. Darker cells contain higher numbers.

pected that there would be a difference in standards be-

tween journals and conferences; journal papers might

be seen as definitive products of research, while con-

ference papers are still work-in-progress. The prelimi-

nary nature of conference papers might make our par-

ticipants more lenient. Surprisingly, the majority of our

participants agreed for both journal and conference pa-

pers that they should include an error analysis (if appli-

cable). Admittedly, the agreement is less strong for con-

ference papers than for journal papers, but these results

do show that error analysis is important to readers of

NLG papers.

Qualitative results. We asked the participants who

have read error analyses in the past about the useful-

ness of those error analyses. By far the most common

answer was that error analysis could help identify re-

maining challenges and direct future work, both at a

high level, and in terms of improving individual sys-

tems. Several responses also mentioned researchers’

bias and noted that a thorough error analysis is bet-

ter than cherry-picked examples more commonly seen

in a qualitative analysis section. Some respondents in-

dicated that error analysis was a good complement to

imperfect metrics, and could detect overlooked errors.

The usage of error analysis to gauge whether a system

was suitable for its purpose was also mentioned, along

with gaining a better understanding of system limita-

tions.

We received 27 responses in total to our question on

what kinds of papers error analyses may be useful for.

Most replies (16) mentioned experimental papers or pa-

pers presenting a new system. Five more respondents

even implied that all papers should include error anal-

ysis; this probably still applies mostly to experimental

papers as they are the most common type. Nine re-

spondents mentioned various specific sub-fields or sys-

tem types (e.g. end-to-end systems, dialogue systems).

Three participants mentioned evaluation-related pa-

pers specifically. We also received multiple general re-

marks arguing in favour of error analysis and/or com-

plaining about the lack thereof in current works.

4.5 Reporting practices
What should be included in reports containing an error

analysis? Common themes underlying the responses

were reporting practices that could enable replicability,

reliability, and usefulness of both methodology and re-

sults. Table 2 provides an overview of the responses that

were given in our pilot study, the main survey, or both.

Of the 16 respondents who answered this ques-

tion, seven focused on reporting descriptive details such

as the annotator training process, annotation process,

and actual annotator details, expressing that this would

better enable replicability of results as well as enable

comparisons across studies via replicable methodology.

This also includes reporting details that ensure the reli-

ability of the methodology and results, such as report-

ing inter-annotator agreement and evidence of anno-

tator quality or sampling method (specifically arguing

for statistically-driven sampling).
9,10

At the same time,

one participant warned against over-formalising error

analyses.

Seven respondents explicitly argued for reporting

9
In a recent publication, Shimorina and Belz (2022) provide a use-

ful template for reporting these details.

10
Also see Popović and Belz 2022 for a discussion of reporting

scores and agreement for error annotation tasks.
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Source Recommendation

B Provide the annotation guidelines, with an explanation of how these were created (e.g. as an appendix).

R Provide details on how annotators were trained.

B Provide details about the background of the annotators.

R Provide inter-annotator agreement scores, to assess the reliability of the annotation process.

R If using an existing error taxonomy, ensure it is appropriate for your system.

R If possible, provide a comparison between different systems.

A If comparing different systems, use appropriate statistics (e.g. Chi-square tests comparing the distribution of particular kinds of errors).

R Provide a reflection on the potential sources of the errors.

R Provide correlation scores between different types of errors to see which ones co-occur.

B Provide details on how the outputs were sampled (e.g. stratified sampling).

A Provide actual examples of system output.

Table 2: List of reporting practices suggested in the responses to our questionnaire by either the current authors (A),

our respondents (R), or both (B).

practices related to error taxonomies and compared

systems. The goal here is to increase the usefulness

of the analyses for both aiding researchers and under-

standing systems: reporting of (potentially customized)

error categories with definitions, justifications, and lim-

itations to enable use in other works, and explicitly re-

porting system comparisons and observations (such as

identifying commonalities across systems and the sys-

tem impacts or correlations of errors).

Two participants also left suggestions in the ‘other

comments’ field. One noted that “Error analysis should

focus on language features, text genre characteristics

and adequacy to the task, not a mere statistical analy-

sis.” The other participant highlighted the importance

of sentence structure and the manual labour that goes

into an error analysis. We may interpret this in light

of the fact that humans can pick up nuances that (thus

far) NLP systems have not been able to detect.

5 Discussion

5.1 Incentives and social dynamics
As noted in Section 4.3, most participants thought a

culture change is necessary to make error analysis a

common practice. One promising idea in this direc-

tion seems to be to explicitly reward researchers with

badges for exemplary behaviour, such as preregistering

confirmatory studies and publishing research code and

data.
11

This idea has been proven to work in psychol-

ogy (Kidwell et al., 2016), where open science practices

increased among published papers after the introduc-

tion of badges displayed alongside each paper.
12

Build-

ing on the badges from the ACM (2020), NAACL 2022

also offered reproducibility badges.
13

Over 25% of ac-

cepted submissions earned at least one badge. Relat-

11
See: https://www.cos.io/initiatives/badges

12
Though see Crüwell et al. 2023 for a critical evaluation of the open

data badge policy in the Psychological Science journal.

13
See: https://naacl2022-reproducibility-track.github.io

edly, as program chairs of COLING 2018, Derczynski

and Bender (2021) introduced awards for specific parts

of papers (best evaluation, most reproducible, best chal-

lenge, best error analysis) instead of having an overall

best paper award. On top of that, only papers with

published code and data were eligible for any of these

awards. Following this initiative, the conference saw

about one—third of all papers with full code. One other

innovation from Derczynski and Bender (2021) was to

introduce paper types: categories of papers with associ-

ated review forms that are tailored to the kind of con-

tribution that authors want to make.
14

These review

forms are public, so authors can prepare their work ac-

cordingly. Having specific review forms may nudge au-

thors to include different kinds of information in their

submissions, which they perhaps would not have in-

cluded otherwise.
15

It is still hard to gauge the impact of these initia-

tives on the NLP community, but at least open science

badges help make our community norms and values ex-

plicit. However, following Yarkoni (2018), we have to ac-

knowledge that scholarly behavior is also just a matter

of personal responsibility. If you believe that it is impor-

tant to highlight the limitations of your approach, then

the time and effort needed to carry out an error analysis

should be included in the planning of your project.

The carrot and the stick Incentives generally come

in two forms: the carrot and the stick. The initiatives

discussed above are an example of the former, reward-

ing authors for good behavior. What about the latter?

Can we require authors to carry out an error analysis, or
else. . . ? This is not without precedent. NLP conferences

have recently started requiring the inclusion of Limita-

14
nejlt also uses the same paper types. See: https://www.nejlt.org/

authorinfo/

15
We are not aware of any studies that look into the effects of re-

viewing forms on the form or content of the submitted work. Future

research could study e.g. the content of NLP papers before and after

introducing (new criteria on) checklists for conference submissions.
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tions and Ethical Considerations sections for all papers

where such sections are appropriate (i.e., most NLP pa-

pers). Moreover, one might argue that an evaluation of

an NLG system is not complete without an error analy-

sis, especially given the unreliable nature of automatic

metrics and the reductive nature of summary scores. It

is simply good scholarship to provide an error analysis.

When should error analyses be required? Almost

all of our respondents agreed that journal submissions

should include an error analysis, and the majority of

our respondents also agreed that the same should hold

for conference papers. In hindsight, it is probably not

the venue that counts, but the state of completion of the

project. If you report on a finished project, then the

final publication is the end product, regardless of the

venue. At this point, the project should be fully docu-

mented, including an overview of all the limitations of

the end product. This prevents technical debt (Sculley

et al., 2015) from building up in the NLG community.
16

Based on our observations, we would like to posit

the following rule: if a paper presents a final result (as

opposed to work-in-progress), and the paper presents

both an automatic and a human evaluation, then the

paper should also contain an error analysis.

Getting there A priori, the carrot is preferable to the

stick. Without any hard requirements, there is more

room for exceptions, i.e. papers that do not fit the tra-

ditional mould of NLG publications. Furthermore, en-

couragement policies are less likely to run into resis-

tance from the community, compared to hard require-

ments. We do not necessarily need everyone to provide

an error analysis; if we can encourage a critical mass of

researchers to provide error analyses, then this will just

grow to become the norm.

5.2 Making space for error analyses
Although page limits do not seem to be the main bar-

rier for carrying out error analyses, it is also clear that

additional content takes up space. We have recently

seen this with limitations and ethical considerations

sections, which for many conferences are now allowed

to be put on an additional page following the conclu-

sion (even though ethical considerations are an integral

part of research design). EMNLP also features a repro-

ducibility checklist, the authors of which suggest that

researchers may want to provide important technical

details in the appendix.
17

From these observations, it

seems that our community is struggling to put all rel-

evant information in the four-to-eight pages that are

16
Epstein et al. (2018) make a similar point, but using a different

framing than Sculley et al. (2015). They talk about the AI knowledge
gap, where studies on new systems are published faster than studies

characterizing the behaviour of those new systems.

17
See: https://2020.emnlp.org/blog/2020-05-20-reproducibility

currently allotted to conference papers. The medium is
the message (McLuhan, 1964); if conference papers re-

main the main publication venue for NLP research, then

it is important that our values are reflected in the sub-

mission types. All relevant information should fit in the

main body of the paper. We discuss two options to im-

prove the situation.

Option 1: increase paper length The first option is

to simply increase paper length (e.g. moving from 4/8

pages for short/long papers to 5/10 pages), or to add

another length tier (resulting in papers of either 4, 8,

or 12 pages).
18

This creates additional space to include

relevant information, without introducing any new re-

quirements. Over time, we should see the community

converge on the type and amount of content that is re-

quired for papers in each tier to be publishable. The

main attraction of this proposal is its simplicity, requir-

ing little to no extra administration. The downside of

this proposal is that it is unconstrained, so without any

additional requirements it is not clear whether authors

would actually carry out more error analyses.

Option 2: reserve space for error analyses Con-

tinuing the previous section (§5.1), the *ACL main con-

ferences in NLP have not just required authors to in-

clude limitations and ethical considerations sections;

they have also given authors additional space to pro-

vide these sections. Typically this space is provided af-
ter the conclusion, to ensure that authors do not cheat

the page limit by using the additional space for other

purposes. One way to stimulate error reporting would

be to do the same for error analyses as well. On the one

hand, this initiative adds more administrative burden,

and it prevents authors from integrating the relevant

content into the narrative of the paper (at least at sub-

mission time), but it does guarantee that authors actu-

ally include an error analysis, and it helps to normalise

the idea that every paper should have sections detailing

limitations, ethical considerations, and error analyses.

5.3 Error taxonomies & standardization
Recent work in the NLG community has aimed to pro-

vide an overview of our evaluation practices, and move

towards standardising our terminology and assessment

materials (Belz et al., 2020; Howcroft et al., 2020). There

have been similar efforts in the areas of Explainable AI

(Nauta et al., 2022) and Intelligent Virtual Agents (Fitri-

anie et al., 2019, 2020). The majority of our respondents

indicated that they would be more likely to carry out

an error analysis if there were an existing taxonomy of

18
Of course there are many other possibilities, including the option

to let go of page limits altogether, or to only set an upper bound for

conference submissions (based on the reviewing timeline).
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errors that they could use. However, is it even possi-

ble to establish a standardised error taxonomy for NLG

output? As one participant noted: it is “better to use

a sensible characterization of errors that actually occur

[. . . ] than trying to shoehorn them into an existing tax-

onomy.”

Several taxonomies have been proposed for differ-

ent NLG/NLP tasks and some are used for evaluation

by annotation, an approach that readily lends itself to

error analysis. For machine translation, Popović (2020)

asked annotators in separate experiments to mark com-

prehensibility and adequacy errors, also distinguish-

ing major errors (those which alter the meaning) from

minor errors (grammar or style). Freitag et al. (2021)

asked annotators to mark up to five of the most se-

vere errors within a segment, these were then assigned

both a category and a severity. Costa et al. (2015) pro-

posed a linguistically motivated and hierarchical tax-

onomy, and He et al. (2021) proposed a taxonomy and

then used it to create the TGEA annotated dataset.

For factual accuracy in data-to-text generation, Thom-

son and Reiter (2020) asked annotators to mark non-

overlapping spans of text and assign them one of six

categories. For prompted generation, Dou et al. (2022)

asked annotators to mark all errors from a wide range of

categories,
19

allowing multiple overlapping annotations

and with some subjectivity between categories (Ency-
clopedic for one person could be Needs Google for an-

other). These taxonomies could be used as-is, or they

can be developed further to provide a more detailed

analysis.
20

NLG is difficult to define as a field (Gatt and Krah-

mer, 2018) and despite sharing some commonality (the

generation of text), the purpose of any generated text

is key to how we interact with it (Evans et al., 2002).

This makes it difficult to form a “one size fits all” defi-

nition of NLG and, similarly, an error taxonomy. How-

ever, there are some high-level considerations when se-

lecting or adapting a taxonomy:

Evaluation criterion: Humans are known to miss

some errors when reading (Huang and Staub, 2021), and

whether their annotations for one criterion might af-

fect their subsequent reading and annotation of the re-

maining text is unknown. Asking annotators to con-

sider multiple criteria simultaneously could compound

this problem, increasing both disagreement and the vol-

ume of missed errors. In line with more general best

practices for NLG evaluation (van der Lee et al., 2021),

annotators should consider one criterion at a time.

19
Grammar and Usage, Off-Prompt, Redundant, Self-

Contradiction, Incoherent, Bad math, Encyclopedic, Commonsense,

Needs Google, Technical Jargon.

20
For more examples, Huidrom and Belz (2022) provide a further

survey of existing error taxonomies, which they plan to use to develop

a taxonomy of semantic errors in NLG output.

Annotator agreement: Very low inter-annotator

agreement might be indicative of an annotation proce-

dure issue, but disagreement between annotators does

not necessarily mean that some of the annotations

must be flawed (Popović, 2021). Thomson and Reiter

(2021) noted that even within a single criterion, two

annotators could provide sets of errors that only par-

tially overlap, yet can both be considered valid repre-

sentations of the same complex underlying problem.

In addition to calculating agreement, annotators could

check each other’s annotations and indicate whether

they consider them one valid way of describing the un-

derlying problems Thomson et al. (2023).

Distinct categories: Principles from both taxonomy

and close-response survey design are also relevant to

annotation; categories should be mutually exclusive

and as exhaustive as is practical (Fowler and Cosenza,

2008). If there are too many categories (making it hard

for annotators to keep all distinctions in mind), it may

be beneficial to use more coarse-grained taxonomy.

Error instance vs cause: Hallucination is commonly

considered a core error type in NLG but Van Miltenburg

et al. (2021a) argue that errors should not be defined in

the first instance by the process that caused them. An

error in generated text can be defined in terms of how

it fails to meet its purpose, a grammatical error, fac-

tual mistake, etc. The reason for this failure can then

(optionally) be determined. Process errors should be

recorded separately from text errors, i.e., we could mark

an error as being an incorrect named entity, then indi-

cated that this was caused by hallucination. Different

types of hallucination, such as intrinsic versus extrinsic

(Ji et al., 2022), can be considered at this second stage.

Error severity: Different errors may have a different

impact on readers (van Miltenburg et al., 2020b).

Similarly to error causes, severity can be assessed

after the error is identified and categorised (Popović,

2020; Freitag et al., 2021), although this may be

done immediately as part of recording the error. In

such cases, annotators are following a sequential

procedure where they first find the error span and

assign a category, then consider how severe the error is.

Although there are still many (context-dependent)

decisions for authors to make about the design of a suit-

able error analysis, these considerations do constrain

the space of possible approaches. Moreover, it should

be possible for researchers to agree on a standard error

analysis taxonomy and format for common NLG tasks.

These could be decided upon during the development

of new tasks, or with new iterations of existing shared
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tasks, e.g. WebNLG (Castro Ferreira et al., 2020) or the

surface realization shared task (Mille et al., 2020).

Another useful step may be the development of

guidelines for what the output should look like. This is

mostly a problem for neural data-driven NLG systems,

which are commonly trained and evaluated on crowd-

sourced data, where annotators are asked to write an

output text for a given input. If the guidelines for writ-

ing those texts are underspecified, then there will (1) be

a high degree of variation in the human-authored texts

(see, e.g., van Miltenburg et al. 2017),
21

and (2) the de-

cision of what the output should look like is essentially

delegated to the crowd, meaning that the standard for

comparison is only extensionally defined by the train-

ing corpus (van Miltenburg et al., 2020a; Schlangen,

2021). Without any clearly defined standards, it is more

difficult to judge the quality of automatically generated

output. With standards in place, it is also possible to de-

fine deviations from the norm, which we can then more

easily flag as errors.

Finally, any taxonomy is better than no taxonomy

at all. If there is no existing set of error categories, then

we encourage authors to develop a taxonomy of their

own. Once established, error taxonomies can have a

big impact on future work in two ways:

1. They facilitate future error analyses and make it

easier to compare different systems,

2. They may steer future research by highlighting

specific issues in system output that should be

resolved.

5.4 Resources: time, money, and tools

Time and money were considered by our respondents

to be the main barriers to carrying out error analy-

ses. These two factors are also clearly correlated: time-

consuming tasks can be outsourced by paying someone

else to do them, and vice-versa. You can save money by

doing everything yourself. So what if you have neither

time nor money to spend on error analysis?

Using student annotators. The go-to option for

cheap annotation in academia is to have students carry

out the work. We do not think it is ethical to have stu-

dents annotate large amounts of data for free, but at

least small batches of error analysis could be incorpo-

rated in education. We suggest the following guidelines

for ethical data collection:

21
This variation is not necessarily bad (users may sometimes ap-

preciate diversity), but it has been shown for use cases such as pro-

fessional weather forecasting that users appreciate consistency in the

output (Sripada et al., 2004). Either way, we do need to ensure that

the texts are congruent with the purpose of the task. If the purpose is

not made clear to the crowd-workers, the human-authored texts may

be sub-optimal with regard to the communicative situation that the

NLG system is embedded in.

1. The exercise should support the end-goals of the

course.

2. The amount of items to annotate should not be

excessive. Once the learning goals have been

achieved, it is not necessary to continue to ex-

ercise.

3. The data should be anonymised such that it is not

possible to identify which student contributed

the annotations.

4. Students should have the opportunity to opt-out

of their data being used for research purposes

(without this having any negative effect on their

grades). Or even better: use an opt-in procedure

where students may (anonymously) submit their

results.

5. As a corollary of the previous points: grades

should not be contingent on data quality.

6. Researchers should check with their colleagues

or their institutional review board (IRB) whether

this form of data collection is appropriate, given

the power differential between teachers and stu-

dents.

In short: ‘free’ annotation should not come at the

cost of students’ well-being. It requires dedication, and

an up-front investment to responsibly integrate the ex-

ercise in an educational context.

(Lack of) time is an illusion. Many researchers

have internalized the corporate values of speed and ef-
ficiency, prioritizing them over the slow contemplation

that has traditionally been the hallmark of academia

(Berg and Seeber, 2018). As a result, it often feels like

we are just living from deadline to deadline, without

any time to sit down and thoroughly analyze our re-

sults. But this is a choice; there are other options! In

his (2018) COLING keynote, Min-Yen Kan promoted the

idea of ‘slow research’ in NLP, as a counterpart to the

fast-paced style of research that has grown popular in

recent years. We would argue that a publication with

a slow, deliberate error analysis may over time be more

impactful than a paper lacking such in-depth informa-

tion. (One might respond that slower research risks be-

ing scooped, but this overlooks the fact that error analy-

ses and other time-consuming methods are substantial

contributions in and of themselves.)

Of course, fast-paced research is there for a rea-

son; many researchers believe they are expected to live

up to the aphorism that they should publish or per-
ish. Not publishing enough papers may reduce your

chances of success in academia.
22

But, again follow-

ing Yarkoni (2018), we shouldn’t sacrifice good scholar-

ship based on these incentives. At this point we should

22
And as Rahal et al. (2023) note: “Quality research needs good

working conditions.” With more permanent positions, researchers

may find themselves better able to focus on long-term research goals.
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ask ourselves: how long does an error analysis really
take? Granted, an extensive error analysis can be quite

labour-intensive, but we should not let perfect be the

enemy of good. Including a systematic error analysis of

any kind is already much better than randomly picking

some cherries and lemons to include in the appendix.

Just do it yourself. As with any annotation task, it is

important to at least carry out some portion of the anal-

ysis yourself. There is no replacement for getting famil-

iar with the output of your system, or with the process

of identifying potential errors. This dogfooding23
en-

sures that the task is feasible, and decreases the odds

of overlooking important properties of the generated

data. Although the majority of our participants found

error analyses to be boring/tedious, there are clear ben-

efits to this method, and an equal majority found the

process to be enjoyable as well. As Sambasivan et al.

(2021) note, data work is considered to be much less

glamorous than modeling, but it is essential that we do

it anyway.

Trade-offs are inevitable. Some NLG tasks are

more time-consuming to evaluate than others. For ex-

ample, manually assessing the quality of longer texts

(e.g. summaries, stories, or news articles) takes longer

than the assessment of shorter texts (e.g. image cap-

tions, product descriptions). In a multilingual setting,

evaluation is also going to be more involved: one may

want to have a universal set of error categories that

work across different languages, or a large enough sam-

ple size for outputs in each language under consider-

ation. Given time and money constraints, it may not

be feasible to carry out a large-scale error analysis. As

noted above: any error analysis is better than none, but

the authors also need to be clear about their consid-

erations and the limitations of their analysis. Example

trade-offs include:

1. Coverage versus specificity: Carry out an in-

depth analysis of a specific subset of the outputs,

or a more superficial analysis of all the outputs?

2. Coverage versus reliability: Annotate more out-

puts with fewer annotators per output, or fewer

outputs with more annotators?

There is no one-size-fits-all recommendation with

regard to the trade-offs that authors should make. This

process is guided by the research question, hypothe-

ses, and the claims that the authors would like to make

about their system. The strength of the error analysis

influences the extent to which any claims about system

performance can be substantiated.

23
For lack of a better term, although dogfooding is typically used to

refer to developers using their own software rather than just inspect-

ing the results. See: https://en.wikipedia.org/wiki/Eating your own

dog food

Optimisation and tools It may be possible to de-

velop tools to carry out error analyses more efficiently.

For example, after developing a dedicated app or mo-

bile website, error analyses could be carried out on the
go in brief sessions (e.g., waiting for the bus, or on

the train). This is an interesting avenue for future re-

search, although following Section 5.3 one might won-

der whether it is feasible to develop universal tools for

supporting error analysis, given the challenges of stan-

dardisation.

5.5 Collaboration

The majority of our participants indicated that they

would be more likely to carry out an error analysis if

they had more collaborators. How can we address this

issue?

Shared tasks One proposal is to copy successful eval-

uation practices from other subfields of NLP. The Work-

shop on Machine Translation (WMT) asks all of its par-

ticipants to rate a collection of translations “propor-

tional to the number of tasks they entered” (Barrault

et al., 2020).
24

This approach has been proposed in

the NLG community as well, for the GEM shared task

(Gehrmann et al., 2021, p. 109). Next to providing rat-

ings, participants of shared tasks could also conduct

error analyses. Once the outputs of all systems are

submitted, the participants could analyse a subset of

the outputs of all systems using an agreed-upon error

taxonomy and annotation methodology. This has at

least three distinct advantages: (1) Authors would be

intimately familiar with the different kinds of mistakes

that systems could potentially make, (2) system labels

would be hidden so that participants are not biased in

their judgments, (3) each shared task would produce

richly annotated datasets (potentially further enriched

with human and automatic evaluation scores).

Sharing resources Researchers in Psychology have

proposed StudySwap (Chartier et al., 2018): a dedicated

platform to share resources, such as equipment, partic-

ipants, expertise, and so on.
25

The NLG/NLP commu-

nity lacks such a platform. Of course, researchers may

informally help each other out, but this is always easier

for established researchers with a bigger network. It is

tempting to suggest a centralised platform for collabo-

rative NLP/NLG research, but this may not be feasible

to sustain.

24
These judgments are further complemented by those from

crowd-workers, and a dedicated pool of linguists.

25
Unfortunately the platform is currently dormant, but it has re-

sulted in fruitful collaborations in the past.
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6 Limitations of this study
Because our participants are volunteers, we run the risk

of possible self-selection bias: only people that are in-

terested in error analysis may have taken the time to

respond to our survey. This means that our survey may

overestimate the support for error analysis in our com-

munity. This issue is inherent to any voluntary survey.

(For example, Jakobsen and Rogers (2022) report this

limitation as well). Given this limitation, we are still

able to make existential claims about the barriers that

exist for researchers wanting to carry out and publish

error analyses; at least some researchers are held back

by the barriers listed above.

Another limitation is that our sample size is rel-

atively small, with 72 participants. As we discussed

above, this is not very surprising, given the limited size

of the NLG community. Our participants were also al-

lowed to skip as many questions as they liked in our

survey. As a result, several questions were answered by

less than half of our 72 participants. This may be seen

as a limitation of our study, because a small group of

researchers may not be representative of the larger re-

search community. But our study does serve its original

purpose: to consult other researchers about potential

barriers and enabling factors for the use of error anal-

ysis in NLG, and to ensure that our list of barriers and

enabling factors does not have any glaring omissions.

Two participants indicated that they were not fa-

miliar with the concept of error analysis before this

study. One of them also noted that, because of this,

they would have liked to see an “I don’t know” option

for the Likert scale questions (although it was possible

to leave these questions blank).

7 Conclusion & Future Work
We have carried out a survey among NLG researchers

and practitioners. Our respondents were generally pos-

itive about error analysis, but they did see multiple bar-

riers to the general adoption of this approach. By re-

moving or minimizing these barriers (as discussed in

Section 4.3) and motivating authors to include error

analyses in their work (section 5.1), we may see greater

adoption of error analysis in the future.

In the future, we would like to focus on develop-

ing tools and resources, such as error taxonomies, an-

notation tools, and clear guidelines that would help to

encourage more routine and robust error analyses. In

addition to development of resources, there also needs

to be a structural change in the incentives around re-

search publication that encourages prospective authors

to conduct such analyses. More work is still needed to

help enable error analyses by researchers and practi-

tioners, but we are optimistic about the future of eval-

uation within NLG.

8 Ethical considerations

8.1 Positionality and transparency

We are aware that our position as authors is not neutral:

we are all proponents of error analysis, and many of us

have enough job stability to not have to worry about

publishing as much. This gives us the time and space

needed to publish longer studies, potentially with de-

tailed error analyses. We have attempted to explicitly

capture our opinions about error analysis before dis-

tributing our survey. This information is also available

through our GitHub repository, both in raw form as well

as in a short report.

8.2 IRB approval

Before carrying out our study, we obtained IRB ap-

proval from the lead author’s university. This process

separately considers the treatment of our participants,

and the treatment of our research data. Our consider-

ations for the IRB are detailed below.

8.2.1 Participants

Invitations: We sent out the invitation to take part in

our study through social media and two mailing lists

(SIGGEN and Corpora). These mailing lists are explic-

itly set up for the purpose of sending each other news

(e.g. about upcoming conferences) and questions. Peo-

ple voluntarily subscribe to these mailing lists, and the

invitation for our study falls within the expected use of

those lists.

Information letter and informed consent: Our study

starts with an information letter, describing the goal

of the study, the expected duration, and potential

risks/benefits of the study. The letter provides the

names of the researchers involved, as well as an email

address to contact for more information. The informa-

tion letter is followed by a separate informed consent

form, which specifies explicitly what participants agree

to, when they take part in our study. They are also

reminded of their rights: participation is fully anony-

mous, and participants are always free to quit the sur-

vey or withdraw their consent at any time, without any

negative consequences.

Demographics and survey length: We aimed to min-

imize the amount of data collected about each par-

ticipant. We only collected their general affiliation

(Academia, Industry, Other) and their amount of expe-

rience (expressed in broad ranges, so as not to make

people identifiable by the exact number of years). The

rest of the survey has been streamlined to reduce the
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burden as much as possible, and should be doable in

about 10-15 minutes.

8.2.2 Data

IP-addresses: By default, our survey platform

(Qualtrics) is set to store the IP addresses of all

participants. Because this may be identifying informa-

tion, we turned this setting off.

Data management: Because the data is fully anony-

mous, and participants have consented to the publica-

tion of the data, we are free to publish the responses to

our survey. Before doing so, we checked the responses

to the open questions for any identifying information

that may need to be removed to protect the identity of

our participants. All code and data have been shared

through GitHub, and submitted along with this paper,

thus providing maximal transparency.

8.3 Intended use of our results
Our proposals should be seen as part of the broader and

ongoing discussions on publication and peer review in

NLP (Rogers and Augenstein, 2020), and the state and

quality of evaluations in NLG (Howcroft et al., 2020).

As such, our proposals are not final, but are meant to

be discussed further.

Although our policy proposals are grounded in the

responses from the general NLG community, we do not

know whether they are broadly supported by the com-

munity. Workshop and conference chairs may experi-

ment with minor changes, but bigger changes may need

to be put to a vote.
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Yvette Graham, Roman Grundkiewicz, Barry Had-

dow, Matthias Huck, Eric Joanis, Tom Kocmi,

Philipp Koehn, Chi-kiu Lo, Nikola Ljubešić, Christof
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A Information letter

What is this study about?

This research project aims to understand the status of

error analysis in NLG. We aim to answer three ques-

tions:

• What do researchers think about error analysis?

• In what circumstances are researchers willing and

able to carry out an error analysis?

• What are the barriers to carrying out an error analy-

sis?

This study builds on an earlier position paper about

error analysis, which shows that relatively few NLG

papers provide an error analysis, and which provide a

how-to guide for carrying out error analyses. You can

read the paper here.

What does participating in the study en-
tail?

For this study, we ask you to answer a short series of

questions. We expect this to take about 10 minutes.

Most of these questions are multiple-choice, but there

are also some open questions. Your answers will be

completely anonymous, and it is impossible for us to

trace back the answers to you.

Disadvantages, consequences & risks

• You will be asked to answer a series of questions,

which takes time. We tried to make the questionnaire

as short as possible, so as to minimise any possible in-

convenience.

• Although we tried to prevent any question from of-

fending any participants, it may still be the case that

you take offense to some of the questions. In this case,

feel free to leave a comment at the end of the survey,

or to contact either us or the ethics committee directly.

Contact details are at the bottom of this page.

• Some questions might be controversial. We record

minimal personal information, so that you are free to

speak your mind, without any consequences. The only

personal information we collect is whether you work in

industry or in academia, and how experienced you are.

• We do not foresee any other risks connected to your

taking part in this study.

Advantages

There are no direct advantages to taking part in this

study. The indirect advantage is that your contribu-

tion will help us understand how NLG researchers feel

about error analysis, and we aim to publish a full re-

port through one of the many open-access venues in

our field (e.g. INLG).

Rights

Under the main applicant’s University’s code of ethics,

you are entitled to a number of rights:

• Your participation is completely voluntary, and you

have the right to decline to participate and withdraw

from the research once participation has begun, with-

out any negative consequences, and without providing

any explanation.

• You have the right, in principle, to request access

to and rectification, erasure, restriction of or object to

the processing of personal data. For more information,

please see: URL. Do note that, because all data is fully

anonymised, it may be impossible for us to delete or

alter your responses.

• Your participation is fully confidential, meaning that

your answers will be fully anonymised. We have con-

figured Qualtrics such that it will also not collect your

IP address.

• Your consent to participate only lasts for the duration

of the study, and may be withdrawn at any time.

What does consent mean?

By consenting, you indicate that you are voluntarily

taking part in this study, and that you allow for your

data to be processed. This means that:

• You agree that your answers may be used to publish

a research article on this topic.

• The data will be stored on the computers of the re-

search team, with both local (hard drive) and online

(protected cloud drive) backups.

• The data will be made public upon completion of this

study.

• You acknowledge that there is no financial compen-

sation for taking part in this study.

The actual consent form is on the next page.

Contact details

This study has been approved by the Research Ethics

and Data Management Committee (REDC) of the

DEPARTMENT. If you have any questions about this

study, you may contact the principal investigator via

email: EMAIL. If you have any remarks or complaints

regarding this research, you may also contact the

REDC via: EMAIL.

Full list of the researchers involved: NAMES
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B Informed consent form
This is the consent form for our study about the status

of error analysis in NLG. Full details about this study

were provided on the previous page. If you want to read

this information again, you can go back to the previous

page. If anything is still unclear about this study, please

contact: EMAIL.

Consent
By consenting, you indicate that you have read the de-

scription on the previous page, that you are voluntarily

taking part in this study, and that you allow for your

data to be processed. This means that:

• You agree to your responses being anonymously

recorded.

• Your answers will be used to study the status of error

analysis in NLG, and may be used in future publications

pertaining to this topic.

• The data will be shared with our research team, with

both local (hard drive) and online (protected cloud

drive) backups. This data will be stored indefinitely,

and made public upon completion of our research. Note

again that none of your answers can be traced back to

you.

• You acknowledge that there is no financial compen-

sation for taking part in this study.

Note that you may still withdraw your consent af-

ter completing this form, without any negative conse-

quences. We will delete all incomplete forms from our

study.

Do you consent?
Do you agree to take part in this study? If you consent,

please indicate this below by clicking “Yes”. If you click

“No”, you will be directed to the end of this question-

naire. You may also close this page to stop participating

in this study.

E Yes, I consent.

E No, I do not consent.

C Survey questions
These are all the questions we have asked our partici-

pants to answer. Due to the display logic, participants

always see a subset of the questions, based on their

earlier answers. We have reproduced this display

logic below with conditional statements (if * was
selected for question *:). If the statement is true, then

the question immediately following the statement is

displayed. Otherwise, questions with false conditionals

are hidden.

Start of survey

1. Are you in academia or in industry? (If you have

a dual affiliation, please respond with your dominant

affiliation in mind.)

E Academia

E Industry

E Other

2. How many years have you been working in NLG?

E Less than 2 years

E 2-5 years

E 6-10 years

E 11 or more years

E I don’t work in NLG

Definition of “error analysis”
Before continuing, we need to agree on the definition of

error analysis. For the purposes of this questionnaire:

• We define “error analysis” as a formalised procedure

(similar to annotation) in which errors in the output

of an NLG system are identified and categorised, after

which the frequencies for the different kinds of errors

are reported.

• Error analyses are different from “error mentions”,

which give an impression of the kinds of errors that are

made by an NLG system, but are less formal and don’t

quantify the distribution of errors.

Example
Below is an excerpt from Table 3 of Barros & Lloret

(2015, ENLG). The authors “manually analysed all the

generated sentences and classified these errors attend-

ing to frequent grammatical errors and frequent draft-

ing errors.” The table shows how often each type of er-

ror occurs in their data.

Error types Number of sentences

Grammatical concordance: Nominal 2

Verbal 7

Non words semantic relations 36

Missing main verb 7

Incorrect syntactic order 38

3. Do you remember reading any NLG papers that in-

clude an error analysis?

E Yes

E No

If positive answer to question 3:

4. Did you find the error analyses to be useful?

E Not at all useful

E Slightly useful
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E Moderately useful

E Very useful

E Extremely useful

If not at all useful was not selected for question 4:

5. What did you find useful about the error analyses

you’ve seen?

(Open question)

If not at all useful was selected for question 4:

6. Why didn’t you find the error analyses to be useful?

(Open question)

If negative answer to question 3:

7. Is it surprising to you that you haven’t seen any pub-

lished error analyses?

E Yes, because . . .

E No, because . . .

8. Have you ever carried out an error analysis?

E Yes

E No

If positive answer to question 8:

9. What did you find challenging or difficult about

carrying out an error analysis?

(Open question)

If positive answer to question 8:

10. Did you feel like there were enough re-

sources/reference material for you to carry out an error

analysis?

E Yes

E No

If positive answer to question 8:

11. Do you think you’ll carry out an error analysis again

in the future?

E Definitely not

E Probably not

E Might or might not

E Probably yes

E Definitely yes

If positive answer to question 8:

12. Could you explain your answer to the previous

question?

(Open question)

If negative answer to question 8:

13. Have you ever considered carrying out an error

analysis?

E Never

E Once or twice

E Regularly

E I’m planning to carry out an error analysis in the

future

If negative answer to question 8:

14. What is the reason you haven’t carried out an error

analysis?

(Open question)

If negative answer to question 8:

15. Are you willing to carry out an error analysis?

E Definitely not

E Probably not

E Might or might not

E Probably yes

E Definitely yes

16. For what kinds of papers do you think error

analyses may be useful?

(Open question)

17. I would be more likely to carry out an analysis in a

conference/journal paper if. . .

(Closed question with multiple statements. Answer op-

tions: Strongly disagree, Somewhat disagree, Neither

agree nor disagree, Somewhat agree, Strongly agree)

• There was a higher page limit.

• There would be an existing error taxonomy that I

could use.

• There would be dedicated annotation tools for error

analysis that I could use.

• There would be a crowdsourcing template for carry-

ing out error analyses.

• Reviewers paid more attention to error analyses.

• There were an available pool of annotators or crowd

workers

• I had more time.

• I had more money.

• I had more collaborators.

18. Are there any other barriers that prevent you from

carrying out an error analysis?

(Open question)

19. Please indicate whether you agree or disagree with

the following statements

(Closed question with multiple statements. Answer op-

tions: Strongly disagree, Somewhat disagree, Neither

agree nor disagree, Somewhat agree, Strongly agree)

• There should be more error analyses in the NLG lit-

erature

• Error analyses are a valuable part of a paper.

• Carrying out an error analysis is enjoyable.

• Carrying out an error analysis is boring/tedious.
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• Error analyses are necessary to fully evaluate the per-

formance of an NLG system.

• Knowing what errors a system makes is helpful for

future research.

• Knowing what errors a system makes is helpful for

practitioners/NLG in industry.

• If you publish at a conference, and you present an

NLG system as one of your main contributions, you

should include an error analysis.

• If you publish in a journal, and you present an NLG

system as one of your main contributions, you should

include an error analysis.

20. I am . . . likely to include an error analysis in a journal

article than/as I would be for a conference publication.

E More

E Less

E Equally

21. Please explain your answer to the previous question

(Open question)

22. Are there currently enough resources to support er-

ror analysis?

E Yes

E No, I am still missing: . . .

23. Besides resources, are there any other factors that

would make it more likely for you to carry out an error

analysis?

(Open question)

We believe that it is essential for authors of error

analyses to include a table with the distribution of

errors in the output of their system. This data should

be based on a formalised annotation procedure, with at

least two annotators, so that the paper can also report

inter-annotator agreement to gauge the reliability of

the analysis.

24. What else would you recommend that authors

should include in an error analysis?

(Open question)

25. This is the final question. Is there anything you

would like to add or comment on?
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Abstract In natural language processing, benchmarks are used to track progress and identify useful models. Currently, no bench-
mark for Danish clinical word embeddings exists. This paper describes the development of a Danish benchmark for clinical word
embeddings. The clinical benchmark consists of ten datasets: eight intrinsic and two extrinsic. Moreover, we evaluate word embed-
dings trained on text from the clinical domain, general practitioner domain and general domain on the established benchmark. All
the intrinsic tasks of the benchmark are publicly available1.

1 Introduction
Word embeddings are real-valued vectors that are

trained to represent words based on the context in
which they appear. Based on the distributional hypoth-
esis (Harris, 1954), which suggests that words with sim-
ilar contexts have similar meaning, embeddings of se-
mantically similar words are expected to appear close
to each other in vector space.

Since their introduction, word embeddings have
been ubiquitous in natural language processing (NLP)
due to their ability to represent word meaning. Typ-
ically, word embeddings are trained on a general text
corpus such as Wikipedia. Afterwards, word embed-
dings are used as stand-alone features or as input to
neural networks to perform a wide variety of NLP tasks
such as text classification, named entity recognition
(NER) and machine translation.

In specialized domains, such as the clinical, word
embeddings are also widely used to e.g. extract infor-
mation from electronic health records (EHRs). How-
ever, the text in clinical EHRs differs significantly from
the general domain. Clinical EHRs include rare words,
domain specific abbreviations and a mix of languages
(for example Latin, English and Danish). The text is
often non-narrative and very concise, free of syntactic
rules, sometimes consisting of a sequence of keywords.
Moreover, it contains many spelling errors, and the se-

*Both authors contributed equally to this paper.
1www.github.com/jannikskytt/DaClinWordEmbeddings

mantic meaning of words can differ from that of the
general domain (Leaman et al., 2015). In the clinical do-
main, word embeddings are, therefore, often trained on
an in-domain corpus to better capture the vocabulary
and the semantic meaning of words. After being trained
on an in-domain corpus, they are used for e.g. clini-
cal NER, International Classification of Diseases cod-
ing, clinical event detection, de-identification and pa-
tient similarity estimation with improved performance
over general word embeddings (Zhao et al., 2018; Wang
et al., 2018; Chen et al., 2019).

For evaluating word embeddings, two different
methods are typically used: intrinsic and extrinsic eval-
uation (Wang et al., 2019c). In intrinsic evaluation, word
embeddings are evaluated based on their inherent in-
formation, e.g. by exploring the syntactic or seman-
tic relationship between words. In extrinsic evaluation,
word embeddings are evaluated based on their abil-
ity to solve a downstream task, e.g. by using them as
input to a neural network. While word embeddings
can be evaluated using extrinsic benchmarks by hold-
ing the network architecture fixed while varying the set
of word embeddings, intrinsic benchmarks provide an
intermediate evaluation of the embeddings’ properties
before being used as input to a larger system. This sup-
ports the need for intrinsic evaluation.

Word embeddings for the general domain are pub-
licly available in many languages (Grave et al., 2018).
However, publicly available embeddings for the clini-
cal domain are scarce (Khattak et al., 2019). This is
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most likely due to strict regulations around clinical data
which contain sensitive information making them un-
suitable for sharing. Therefore, researchers in clinical
NLP are often forced to create their own word embed-
dings in order not to expose sensitive information (Ab-
dalla et al., 2020).

Clinical intrinsic benchmark datasets do not nec-
essarily contain sensitive information and can, in that
case, be shared openly, benefitting researchers produc-
ing clinical word embeddings. For the English lan-
guage, both intrinsic and extrinsic benchmarks exist,
e.g. University of Minnesota Medical Residents Similar-
ity / Relatedness Set (UMNSRS) (Pakhomov et al., 2010)
for word similarity and relatedness, and BLUE (Peng
et al., 2019), which includes both clinical and biomedical
datasets, for extrinsic evaluation. For Danish, though,
no clinical benchmark exists.

In this paper, we introduce a clinical word embed-
ding benchmark for the Danish language. Moreover, we
produce clinical word embeddings and use the bench-
mark to compare them to embeddings trained on the
general domain and embeddings trained on the general
practitioner (GP) domain.

The benchmark is specifically constructed to evalu-
ate static word embeddings such as GloVe (Pennington
et al., 2014), Continuous Bag-of-Words (Mikolov et al.,
2013a), Skip-gram (Mikolov et al., 2013a) and FastText
(Bojanowski et al., 2017). It is therefore not suitable for
evaluation of contextual word embeddings produced
by transformer models like BERT (Devlin et al., 2018),
RoBERTa (Liu et al., 2019) and ELECTRA (Clark et al.,
2019).

Although transformer models achieve state-of-the-
art results (Wang et al., 2019b; Wang et al., 2019a),
static word embeddings are still useful as input to NLP
pipelines. Some advantages are that they require less
compute to train and at inference time, and they work
better on limited data (Peng et al., 2021). This is rele-
vant for research within specialized domains, such as
clinical NLP, where researchers must often train their
own word embeddings on limited data and the hard-
ware to train and run a transformer model is not nec-
essarily available. Static word embeddings are also rel-
evant in time-critical tasks in clinical practice such as
expanding single-word searches in the EHR using the
nearest neighbors of the search term. Expanding single-
word searches is especially relevant in the clinical do-
main where many different terms can be used about the
same basic symptom or disease. Another advantage is
their ease of use for medical doctors (MDs) and clini-
cal researchers who are not machine learning scientists
compared to contextual word embeddings.

The remainder of this paper first introduces the
benchmark including the methods for creating each in-
trinsic and extrinsic dataset. It then describes the train-

ing methods of the produced Danish clinical word em-
beddings and those from the general and GP domains
which they will be benchmarked against. Finally, the
benchmark results are presented and discussed.

2 Establishing Benchmark
The benchmark consists of an intrinsic and extrinsic
part. In this paper, intrinsic performance is evaluated
based on the quality of the semantic and syntactic in-
herent information using analogy and similarity tasks.
We produce datasets for three different intrinsic evalua-
tion methods: analogy tasks, similarity and relatedness
tasks, and an equality task.

Analogy tasks, introduced by Mikolov et al. (2013b),
take tuples of four words (A, B, C and D) and evaluate
‘what is to C as B is to A’ by selecting the nearest neigh-
bour to the calculated vector in the embedding space,
excluding the words forming the analogy:

−→
𝐶 + −→

𝐵 − −→
𝐴 =

−→
𝐷

If the nearest neighbor to the calculated vector is D,
the analogy task is correct. The task is evaluated on the
percentage of correct predictions in the dataset.

Similar to Pennington et al. (2014), the similarity
tasks take a tuple of two words and their similarity
score, in our case, produced by one or more MDs. The
similarity score of a word pair is compared to the cosine
similarity of the pair’s word embeddings. The cosine
similarity is calculated as:

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (−→𝑣 ,−→𝑢 ) =
−→𝑣 · −→𝑢

∥−→𝑣 ∥ · ∥−→𝑢 ∥
The correlation between MD scores and cosine sim-

ilarities for the dataset of word pairs is evaluated using
the Spearman’s rank correlation coefficient. Related-
ness tasks are identical to similarity tasks except the
MDs produce a relatedness score instead of a similarity
score. Relatedness refers to one word calling to mind
another word (e.g., needle–thread), while similarity re-
flects the degree of semantic feature overlap between
words (e.g., whale–dolphin) (Pakhomov et al., 2010).

Equality tasks take a tuple of two terms with the
exact same meaning. As the similarity score of a pair is 1
for a perfect match, the objective is maximization of the
cosine similarity between terms. The task is evaluated
as the mean of the cosine similarities for all pairs in the
dataset.

The extrinsic part consists of two different text clas-
sification tasks in the clinical domain with the word em-
beddings as input. The quality of the word embeddings
is evaluated based on the evaluation metric of the clas-
sification task.

An overview of all datasets can be seen in Table 1.
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Task Description Example
Intrinsic tasks

Clinical analogy Evaluate ”what is to C as B is to A” −−−→
𝑗𝑜𝑖𝑛𝑡 + −−−−−−−−−−→

𝑐𝑜𝑙𝑜𝑛𝑜𝑠𝑐𝑜𝑝𝑦 − −−−−→
𝑐𝑜𝑙𝑜𝑛 =

−−−−−−−−−−→
𝑎𝑟𝑡ℎ𝑟𝑜𝑠𝑐𝑜𝑝𝑦

Clinical similarity
UMNSRS similarity
UMNSRS relatedness

Compare the human similarity/relatedness
score of a word pair to the cosine similarity
of the pair’s word embeddings

uterus, cervix

Clinical abbreviation equality Compare the similarity of a word and its abbreviation cm, centimeter

Verb, adjective, and noun
inflection analogy datasets

Evaluate ”what is to C as B is to A” −−−−−−−→
𝑎𝑑 𝑗𝑢𝑠𝑡𝑒𝑑 + −−−−−−→𝑟𝑒𝑚𝑜𝑣𝑒 − −−−−−−−→

𝑟𝑒𝑚𝑜𝑣𝑒𝑑 =
−−−−−→
𝑎𝑑 𝑗𝑢𝑠𝑡

Extrinsic tasks

Bleeding classification Classify a paragraph as either positive or negative
for bleeding

15-year-old girl hospitalized with
bleeding tendency and anemia symptoms

Hospital department classification
Classify a paragraph into one of six hospital
departments

Clinical contact. Prepared by clinic. Conclusion
and plan: As agreed and as a follow-up to the note
on 10.2.99, I have contacted pt. However, pt. is
hospitalized due to . . .

Table 1: Overview of the datasets used in the benchmark. Examples are translated to English.

2.1 Intrinsic Datasets
The intrinsic part consists of the following semantic
tasks: clinical analogy, clinical similarity, clinical abbre-
viation equality, and UMNSRS similarity and related-
ness; and the following syntactic tasks: verb inflection
analogy, adjective inflection analogy, and noun inflec-
tion analogy. The intrinsic syntactic tasks are evalu-
ating the syntactic properties of word embeddings in
general rather than specifically for clinical use cases. As
good clinical word embeddings must also contain syn-
tactic information, the syntactic tasks are constructed
to specifically evaluate the inherent syntactiv informa-
tion on words from the clinical domain.

The development of each intrinsic task consisted of
1) selecting the terms to use for the task and 2) creating
the evaluation dataset. This is described for each task
below. All intrinsic datasets are supplied in the supple-
mentary material.

2.1.1 Clinical Analogy Dataset

Two MDs, in agreement, created 41 distinct clinical
analogies such as (translated from Danish)

−−−−−−−−−−→
𝑐𝑜𝑙𝑜𝑛𝑜𝑠𝑐𝑜𝑝𝑦 − −−−−→

𝑐𝑜𝑙𝑜𝑛 =
−−−−−−−−−−→
𝑎𝑟𝑡ℎ𝑟𝑜𝑠𝑐𝑜𝑝𝑦 − −−−→

𝑗𝑜𝑖𝑛𝑡

where the word pairs on each side of the equation
have the same one-to-one relationship. For the example
above with the one-to-one relationship ‘is telescopic ex-
amination of’, it means that colonoscopy is a telescopic
examination of only the colon, and that the colon has
only one telescopic examination: a colonoscopy. Some
other common relationships were ‘treats’, ‘is indicator
for’, ‘is disease in anatomy’, ‘is test for’, ‘is examination

of’, ‘leads to’ and ‘is symptom of’. We relaxed the one-
to-one relationship condition in a few cases: if for exam-
ple a symptom is predominant for one disease but also
minorly associated with another, we accepted the word
pair. We augmented each distinct analogy to form four
analogies by changing the order of the words inside the
word pairs and by changing the order of the word pairs.
This means that, for the analogy example above, we
predicted each of ‘colonoscopy’, ‘colon’, ‘arthroscopy’,
and ‘joint’ from the remaining three words. We per-
formed this augmentation because the analogy tasks
are based on evaluating the nearest neighbour to the
calculated vector. Since the surrounding embedding
space for each of the four calculated vectors may vary
in distance to neighbours, the result may vary depend-
ing on which of the four words is predicted.

The clinical analogy dataset consists of 164 analo-
gies.

2.1.2 Clinical Similarity Dataset

For the clinical similarity dataset, we predefined the fol-
lowing goals for achieving a diverse set of word pairs:

1. The selected words should be of different cate-
gories, e.g. they should not all be diseases.

2. The selected words should appear with varying
frequency in clinical EHRs.

3. Word pairs should be matched within and across
the categories and frequencies.

4. Words should not be selected based on an exist-
ing clinical EHR database because it could intro-
duce bias to the dataset, e.g. the frequency of
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words in our clinical EHR database might differ
from other databases.

To achieve this, we predefined five clinical cat-
egories: anatomy, symptom/finding, disease, treat-
ment, and diagnostic; and three frequency categories
indicating how frequently a word appears in clinical
EHRs: infrequent, occasional, and frequent. Then, two
MDs selected words from a reference work on inter-
nal medicine (Schaffalitzky de Muckadell et al., 2009)
by turning to approximately every fifth page, randomly
selecting words, and subjectively assigning them cate-
gories until all three frequency categories per five clini-
cal categories had 36 words each. This generated a total
of 108 words per clinical category and 540 words overall.

We defined 270 word pairs by pairing 36 words from
each clinical category with 36 words from the same
category and 36 words evenly distributed on the four
other clinical categories. We opted to use more words
per group for intra-category-pairs than inter-category-
pairs because we expected it would decrease the over-
representation of pairs with low similarity. The pairings
were distributed evenly across frequency categories. Fi-
nally, to further decrease overrepresentation of pairs
with low similarity, the MDs subjectively defined 19 ex-
tra pairs with high similarity by pairing any two words
from the word pool, resulting in a total of 289 word
pairs.

Ten MDs with 2 to 17 years (mean: 7.5 years) of clin-
ical experience used between 17 and 45 minutes (mean:
30.5 minutes) to rate the 289 pairs. Nine MDs had clin-
ical biochemistry as speciality and one had pathology.
The pairs were rated for similarity on a scale from 0 to 6
with 0 being lowest similarity and 6 being highest sim-
ilarity. It was emphasized that the MDs should rate for
similarity and not relatedness. If a word pair was un-
known to the MDs, they did not rate it. One pair was
rated by eight MDs and the rest were rated by at least
nine. The similarity score for each pair is the mean rat-
ing. The mean ratings span from 0 to 6 with a minimum
similarity score of 0.3, a mean of 1.1, and a maximum of
5.4. The standard deviations range from 0.3 to 1.6 with
a mean of 0.7.

2.1.3 Clinical Abbreviation Equality Dataset

A list of 319 clinical abbreviations and their correspond-
ing words was collected from online sources (supple-
mentary material). Only abbreviations of single words
were collected to simplify the evaluation of word em-
beddings, which usually represent single words. Am-
biguous abbreviations and the abbreviations deemed
unlikely to appear in clinical EHRs by an MD were re-
moved. For example, the abbreviation ‘all’ is ambigu-
ous because it could both mean ‘allergy’ or ‘acute lym-
phocytic leukemia’. The final dataset comprises 195

abbreviation–word pairs with the same meaning.

2.1.4 UMNSRS Similarity and Relatedness
Datasets

The UMNSRS consists of 566 English term pairs rated
for semantic similarity and 587 for semantic related-
ness on a continuous scale from 0 to 1600. One MD
translated the datasets into Danish. Pairs consisting
of a term that translates into a multi-word expression
were removed. As were terms that do not exist in Dan-
ish, for example a non-traded drug. In cases where a
Danish counterpart drug exists, for example ‘betalak-
tam’ for ‘cefoxitin’, this term was used as a translation.
The Danish translation of the UMNSRS consists of 528
similarity pairs and 557 relatedness pairs.

2.1.5 Verb Inflection Analogy Dataset

A list of all verbs was extracted from the Danish ortho-
graphic dictionary (Danish Language Council, 2012).
One MD selected verbs from the list that were deemed
would occasionally or frequently occur in a clinical
EHR. Next, verbs were conjugated in the following in-
flections: infinitive, present/future (same form in Dan-
ish), past tense, and present/past perfect. If a verb did
not exist in all four inflections or had the same form
in multiple inflections, it was removed from the list as
it would cause analogy tasks involving the zero-vector.
The final list contained 92 words, each in four inflec-
tions.

For each verb, six types of inflection pairs were
made, for example infinitive–past, by pairing each in-
flection with the three other inflections. Next, we
randomly combined each verb with 20 other verbs,
evenly distributed on types of inflection pairs except
for the remainder after equal division. This produced
1,840 analogies like the following of type infinitive–past
(translated from Danish):

−−−−−−→𝑟𝑒𝑚𝑜𝑣𝑒 − −−−−−−−→
𝑟𝑒𝑚𝑜𝑣𝑒𝑑 =

−−−−−→
𝑎𝑑 𝑗𝑢𝑠𝑡 − −−−−−−−→

𝑎𝑑 𝑗𝑢𝑠𝑡𝑒𝑑

2.1.6 Adjective Inflection Analogy Dataset

The same method as described for the verb inflection
analogy dataset was used to develop the adjective in-
flection analogy dataset. Adjectives were declined in
the following inflections: common positive, neuter pos-
itive, plural positive, comparative and superlative. The
final list contained 43 words, each in five inflections.

For each adjective, we made seven types of inflec-
tion pairs by pairing each of the three positive inflec-
tions with comparative and superlative and finally, the
comparative with the superlative.

We combined each adjective with all other adjec-
tives to produce 1,806 analogies.

Northern European Journal of Language Technology



2.1.7 Noun Inflection Analogy Dataset

We created a list from the 180 frequent words from the
combined five clinical categories of the clinical similar-
ity dataset. We removed words which were not nouns
and declined the remaining in the following inflections:
indefinite singular, definite singular, indefinite plural
and definite plural. If a noun did not exist in all four in-
flections or had the same form in multiple inflections,
it was removed from the list. The final list contained
138 words, each in four inflections. For each noun, we
made six types of inflection pairs by pairing each in-
flection with the three other inflections. Next, we ran-
domly combined each noun with 13 other nouns, evenly
distributed on types of inflection pairs except for the
remainder after equal division, to produce 1,794 analo-
gies.

2.2 Extrinsic Datasets

The extrinsic part consists of a hospital department
classification task and a bleeding classification task. All
datasets were obtained according to each dataset’s re-
spective data usage policy. The datasets are described
below.

2.2.1 Bleeding Classification

For the bleeding classification dataset, we used that of
Pedersen et al. (2021). It consists of 9,430 training sen-
tences, 1,178 validation sentences, and 1,178 test sen-
tences which are evenly distributed on the two classes:
‘indicates bleeding’ and ‘does not indicate bleeding’.
The latter class consists of 50% sentences that were
deemed by the MDs to be at high risk of being misinter-
preted by the deep learning model. The other 50% were
random negative sentences. The classification objective
is to predict if a sentence indicates bleeding.

The data came from 300 EHRs corresponding to
88,477 notes from the EHR system of the Region of
Southern Denmark between 2015 and 2020. The sen-
tences were annotated by splitting the annotation of
EHRs between twelve MDs.

2.2.2 Hospital Department Classification

The hospital department classification dataset was con-
structed without the need of human annotators by us-
ing the department associated with each note as a label.
This approach is an advantage since the task of anno-
tating clinical records is time consuming and expensive.

The hospital department classification dataset con-
sists of 42,000 clinical EHR notes evenly distributed
on the following six Odense University Hospital de-
partments: Cardiology; Cardiac, Thoracic and Vas-
cular Surgery; Orthopaedic Surgery; Rheumatology;

Surgery; and Medical Gastrointestinal Diseases. Dan-
ish clinical EHR notes have a tree structure consisting
of many generic node headlines. MDs only fill out the
end-nodes manually. To avoid node headlines or text
passages specific to one department making the classi-
fication a simple task, each note was preprocessed by
only keeping the lowercased end-node texts. Further-
more, end-nodes which were duplicates based only on
their words, disregarding all but letters, were removed
across the whole dataset. The notes are between 51 and
220 tokens. The dataset contains 7,000 notes from each
department in a class-balanced train:validation:test ra-
tio of 5:1:1. The classification objective is to predict the
hospital department.

3 Word Embedding Evaluation
This section describes an evaluation of word embedding
models, trained on data from different domains, using
the established benchmark. We make a clinical–general
domain comparison using a FastText (Bojanowski et al.,
2017) model as it has the best performance on Dan-
ish text according to benchmark results (Brogaard Pauli
et al., 2021). We make a clinical–GP domain compari-
son using a GloVe (Pennington et al., 2014) model as
it is the only available type of embeddings trained on
Danish GP data. We describe how the benchmark can
be used to show strengths and weaknesses of different
word embeddings.

We trained two sets of clinical word embeddings us-
ing the FastText and GloVe methods. The embeddings
were trained on 299,718 Danish EHRs from Odense Uni-
versity Hospital. The text was preprocessed by low-
ercasing and removing headlines, subheadings, phone
numbers, social security numbers, emails, URLs, dates
and time stamps. Samples were defined as text from
the same subheading. After removal of duplicates and
samples with less than 3 words, the corpus consisted of
1.4 billion tokens.

For the clinical–general domain comparison, the
clinical FastText embeddings were trained with the de-
fault settings from the FastText API (www.fasttext.cc)
except from a vector size of 300, 10 negative samples
and 10 epochs. The hyperparameters were chosen to
be able to compare the produced embeddings with the
FastText word embeddings from Grave et al. (2018) pre-
trained on a general domain, specifically Wikipedia and
Common Crawl. The FastText models can generate out-
of-vocabulary (OOV) words from subwords which e.g.
makes it capable of representing unknown spelling er-
rors. For clarity, only the results without OOV genera-
tion are reported here while the results with OOV gen-
eration are found in Appendix A.

For the clinical–GP domain comparison, the clini-
cal GloVe embeddings are 100-dimensional embeddings
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trained with the default settings from the code and pa-
per by Pennington et al. (2014) except for a min-count of
3. The hyperparameters were chosen to be able to com-
pare with the GloVe word embeddings from Rasmussen
et al. (2019) trained on 323,122 GP EHRs.

The word embedding models are benchmarked on
the established intrinsic and extrinsic datasets. For
each intrinsic task, we show the performance of the em-
beddings on the part of the evaluation dataset which
is in-vocabulary (IV), ignoring the word pairs or analo-
gies containing OOV words. We also produce the IV
rate as the proportion of word pairs or analogies which
are in the vocabulary of the embeddings. Additionally,
Appendix B contains the IV intersection results which
show the performance of the embeddings on the inter-
section of all embeddings’ IV dataset for that task.

For the extrinsic tasks, the word embeddings are
used as input to a recurrent neural network which is
initialized and trained three times with the same set
of standard hyperparameters. No hyperparameter tun-
ing is performed. A bidirectional gated recurrent unit
(Cho et al., 2014) with 128 units followed by a dropout
layer with probability 0.3 is trained with the Adam op-
timizer with a learning rate of 5e-4 for a maximum of
100 epochs using early stopping. The best model, based
on the validation loss, is evaluated on the test set. The
test set accuracy is reported as the evaluation result.

3.1 Intrinsic Results
We present the intrinsic semantic and syntactic bench-
mark results.

3.1.1 Semantic Results

Table 2 shows the intrinsic semantic results. The clinical
FastText embeddings achieve better performance than
the general FastText embeddings on the abbreviation
equality task, clinical similarity task, UMNSRS simi-
larity task and UMNSRS relatedness task. The clinical
analogy task shows different results with the general
FastText embeddings performing better with an IV ac-
curacy of 0.14 while the clinical FastText embeddings
have an IV accuracy 0.05. The clinical GloVe embed-
dings perform better than the GP GloVe embeddings on
all intrinsic semantic tasks.

The word embeddings trained on the clinical do-
main show the highest IV rates, followed by the GP
domain and then the general domain. The two clinical
models have an IV rate equal to or higher than 0.83 for
all semantic tasks. The GP GloVe embeddings have IV
rates between 0.57 and 0.75 while the general FastText
embeddings have IV rates between 0.54 and 0.61.

Appendix C presents the correct clinical analogy
predictions for all word embedding models. Moreover,
Appendix D shows the results on the clinical analogy

task where a prediction is considered correct if the cor-
rect term is in the top 1, 5 and 10 nearest neighbours to
the calculated vector.

3.1.2 Syntactic Results

Table 3 shows the intrinsic syntactic results. The results
show that the general FastText embeddings achieve
better performance than the clinical FastText embed-
dings on all syntactic tasks with an IV accuracy of 0.69
on verbs, 0.60 on nouns and 0.41 on adjectives. The
clinical FastText embeddings perform at IV accuracies
of 0.28, 0.19 and 0.16, respectively. The clinical GloVe
embeddings perform better than the GP GloVe embed-
dings on the verb and noun inflection tasks with IV ac-
curacies of 0.21 and 0.04, and 0.09 and 0.01, respectively.
The GP GloVe embeddings perform best on the adjec-
tive inflection task with an IV accuracy of 0.04 contra
0.03 for the clinical GloVe embeddings.

The clinical domain embeddings have the highest
IV rates for the verb and noun inflection tasks at 0.99
and 0.39, respectively. The general FastText embed-
dings have the highest IV rate for the adjective inflec-
tion task at 0.65, followed by the clinical GloVe embed-
dings at 0.47.

3.2 Extrinsic Results
Table 4 shows the extrinsic results. For both the Fast-
Text and GloVe models, the clinical domain embeddings
achieve higher performances than their respective gen-
eral domain and GP domain counterparts.

4 Discussion
In this paper, we have presented the first benchmark for
evaluating Danish clinical word embeddings. Although
the clinical word embeddings cannot be shared due to
privacy concerns, having a publicly available bench-
mark will allow researchers to compare and evaluate lo-
cally available clinical word embeddings. Below, we dis-
cuss the capability of the benchmark to compare word
embedding performance in the clinical domain.

As the intrinsic benchmark tasks consist of words
which are typically, and in some cases, exclusively, used
in the clinical domain, we expected higher IV rates from
clinical domain embeddings. In concurrence, the re-
sults show that the clinical word embeddings, in gen-
eral, have higher IV rates than those trained on the
GP and general domain. An exception is that the gen-
eral FastText embeddings have the highest IV rate for
the adjective inflection analogy task. One explanation
could be that clinical written language does not use as
many inflections of adjectives as the general. Interest-
ingly, when comparing the GP and general word em-
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FastText (300d)
Clinical General

Clinical analogy, accuracy (IV) 0.05 (0.88) 0.14 (0.54)
Abbreviation equality, similarity (IV) 0.53 (0.84) 0.27 (0.58)
Clinical similarity, 𝜌 (IV) 0.64 (0.93) 0.43 (0.61)
UMNSRS similarity, 𝜌 (IV) 0.60 (0.88) 0.30 (0.59)
UMNSRS relatedness, 𝜌 (IV) 0.54 (0.83) 0.32 (0.56)

GloVe (100d)
Clinical GP

Clinical analogy, accuracy (IV) 0.08 (0.88) 0.06 (0.61)
Abbreviation equality, similarity (IV) 0.49 (0.85) 0.24 (0.57)
Clinical similarity, 𝜌 (IV) 0.56 (0.96) 0.34 (0.75)
UMNSRS similarity, 𝜌 (IV) 0.41 (0.89) 0.18 (0.74)
UMNSRS relatedness, 𝜌 (IV) 0.41 (0.84) 0.21 (0.70)

Table 2: Semantic benchmark results on the in-vocabulary (IV) dataset for each task by model type (FastText, GloVe) and
domain (clinical, general, general practitioner (GP)). The accuracy metric is the accuracy on the dataset. The similarity
metric is the average cosine similarity on the dataset. The 𝜌 metric is the Spearman’s rank correlation coefficient on
the dataset. IV rates are reported in parenthesis. We underline the best results per task by model type.

FastText (300d)
Clinical General

Verb inflection analogy, accuracy (IV) 0.28 (0.99) 0.69 (0.92)
Noun inflection analogy, accuracy (IV) 0.19 (0.36) 0.60 (0.13)
Adjective inflection analogy, accuracy (IV) 0.16 (0.36) 0.41 (0.65)

GloVe (100d)
Clinical GP

Verb inflection analogy, accuracy (IV) 0.21 (0.99) 0.09 (0.83)
Noun inflection analogy, accuracy (IV) 0.04 (0.39) 0.01 (0.18)
Adjective inflection analogy, accuracy (IV) 0.03 (0.47) 0.04 (0.25)

Table 3: Syntactic benchmark results on the in-vocabulary (IV) dataset for each task by model type (FastText, GloVe)
and domain (clinical, general, general practitioner (GP)). The accuracy metric is the accuracy on the dataset. IV rates
are reported in parenthesis. We underline the best results per task by model type.

beddings on the semantic tasks, the GP embeddings, in
four out of five tasks, have higher IV rates but lower ac-
curacy. This result shows that the GP embeddings have
seen more clinical domain words than the general em-
beddings during training, but the general embeddings
capture higher quality information for the words that
it has seen. This could be due to the size and quality
of the dataset, differences between model types or the
dimensionality of the embeddings. Future work should
investigate these claims further.

The benchmark shows that the clinical embeddings
surpass the general and GP embeddings in all seman-
tic tasks except for the clinical analogy task where the
general FastText embeddings performed better than the
clinical FastText embeddings. This discrepancy may be
caused by the clinical analogy dataset only containing
164 analogies of which only 54% are IV for the general
FastText model.

The general embeddings surpass the clinical em-
beddings on the syntactic tasks which shows that it

has captured higher quality syntactic information for
the words that it has seen during training. This is most
likely due to Wikipedia and Common Crawl, which it
was trained on, containing a higher quality of syntactic
information than clinical EHRs.

The fact that the general embeddings achieve the
highest IV rate on the adjective inflection task suggests
that the task consists of more inflections specific to the
general domain than our clinical dataset. On the con-
trary, clinical domain embeddings achieve the highest
IV rates on the verb and noun inflection tasks which
suggests that these syntactic tasks do contain inflec-
tions specific to the clinical domain.

Similar to earlier work (Zhao et al., 2018; Wang
et al., 2018; Chen et al., 2019), we found that the clinical
word embeddings perform better than the GP and gen-
eral domain embeddings on extrinsic tasks. It is notable
that for the extrinsic tasks, the GP GloVe embeddings
are closer to the performance of the clinical GloVe em-
beddings than the general FastText embeddings are to
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FastText (300d)
Clinical General

Bleeding classification, accuracy 0.93 0.84
Department classification, accuracy 0.83 0.65

GloVe (100d)
Clinical GP

Bleeding classification, accuracy 0.90 0.87
Department classification, accuracy 0.76 0.66

Table 4: Extrinsic benchmark results by model type (FastText, GloVe) and domain (clinical, general, general practitioner
(GP)). We report accuracies on the class-balanced bleeding and department classification tasks using the word embed-
dings as input. We underline the best results per task by model type.

that of the clinical FastText embeddings. This could be
explained by the fact that there is some similarity be-
tween the GP and clinical domains, both being subdo-
mains of the healthcare domain.

Considering that the general embeddings perform
well on syntactic tasks and clinical embeddings per-
form well on semantic and extrinsic tasks, future work
should explore training word embeddings from the gen-
eral FastText checkpoint on clinical data. This might
provide word embeddings that better capture both clin-
ical and general syntactic and semantic properties.

4.1 Limitations

This study compared GloVe and FastText word embed-
dings. While FastText performed best on some bench-
marks, other word embedding methods might perform
better. We leave these investigations to future work.

Future use of the presented resources relies on the
assumption that the words in the intrinsic datasets also
appear in the user’s vocabulary. In section 2.1.2 we de-
scribed how we tried to mitigate this shortcoming.

The clinical similarity dataset would benefit from
including more pairs with high similarity and decreas-
ing the mean standard deviation, e.g. by including more
raters from different specialities. To alleviate MD rating
disagreement, we have included in the supplementary
material the clinical similarity ratings for each MD with
information about the standard deviation of each word
pair, which can be used to set a threshold of maximum
allowed disagreement. Appendix E shows the results on
the clinical similarity dataset consisting of pairs with
standard deviations at or below 1.

The extrinsic department classification task might
as well classify the writing styles of specific MDs in a
department, thus not necessarily generalizing to other
MDs. This can be remedied by having unique authors
in the test split.

It is a limitation to the extrinsic results that no hy-
perparameter tuning was performed. Results from a
model trained with a standard set of hyperparameters
can rank the word embeddings but the results are not

indicative of the best performance of each embedding.
We have shown a discrepancy between the clinical

analogy task and all other semantic tasks. We believe
it would be beneficial to include more analogies in the
clinical analogy dataset as the result is based on few IV
analogies.

The syntactic results suggest that the adjective in-
flection task consists of more inflections specific to the
general domain than the clinical domain. Many of the
inflections do exist in the clinical domain but it is a lim-
itation for the evaluation of clinical word embeddings
that not enough inflections are specific for the clinical
domain.

The tasks were designed to evaluate static word em-
beddings using only single-word expressions which lim-
its the use of the benchmark for contextual word em-
beddings such as tranformer models and word embed-
dings trained on n-grams.

It is a limitation to our benchmark that it only pro-
vides two extrinsic tasks, and in general, that there are
no Danish clinical extrinsic datasets publicly available.
Due to privacy concerns, we cannot publish the extrin-
sic datasets, but we provide a method for creating an
extrinsic test that leverages already existing labels in
the form of the department of the clinical note. This
method does not need any labeling but still requires
access to EHRs. We encourage interested researchers
to contact us for the possibility of sharing the extrinsic
datasets.

Future work should focus on developing more di-
verse extrinsic tasks such as named entity recognition,
relation extraction and question answering.

5 Conclusion

In this paper, we presented a benchmark for Danish
clinical word embeddings. The benchmark consists of
two extrinsic tasks, five intrinsic semantic tasks and
three intrinsic syntactic tasks. We developed clinical
word embeddings and compared them with word em-
beddings trained on a general and general practitioner

Northern European Journal of Language Technology



domain. The benchmark showed that the word em-
beddings trained on clinical data performed better on
the extrinsic and semantic tasks, except for the clinical
analogy task. On the syntactic tasks, the FastText word
embeddings trained on a general domain performed
better than those trained on a clinical domain.
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A Benchmark Results Including
Models With OOV Generation

Table 5 shows the semantic benchmark results for all
models, including the FastText models with OOV gen-
eration.

Table 6 shows the syntactic benchmark results for
all models, including the FastText models with OOV
generation.

Table 7 shows the extrinsic benchmark results for all
models, including the FastText models with OOV gen-
eration.

B In-Vocabulary Intersection Re-
sults

We report the IV intersection results which show the
performance of the embeddings on the intersection of
all embeddings’ IV dataset for that task. We also report
relative coverage (RC) for each model as the proportion
that the IV words of a model constitute out of the union
of all models’ IV words.

Table 8 shows the semantic benchmark results on
the intersection of IV datasets of all embeddings.

Table 9 shows the syntactic benchmark results on
the intersection of IV datasets of all embeddings.

C Correctly Predicted Semantic
Analogies

Table 10 shows the correctly predicted semantic analo-
gies for all models, including the FastText models with
OOV generation.

D Clinical Analogy Task Top N
Accuracies

Table 11 shows the results on the clinical analogy task
where a prediction is considered correct if the correct
term is in the top 1, 5 and 10 nearest neighbours to the
calculated vector.
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E Results on Clinical Similarity
Dataset With Standard Devia-
tion at or Below 1

Table 12 shows the results on the clinical similarity
dataset with standard deviation at or below 1.

F Supplementary Material
All datasets are txt files with tab-separated values. Each
row has one word pair or analogy. Some datasets are
divided into parts. A headline of a part is in all caps
and introduced with ‘: ’.

The following datasets are attached:

• Clinical analogy dataset (txt)

• Abbreviation equality dataset (txt)

• Clinical similarity dataset (txt)

• Clinical similarity SD1 dataset (txt)

• UMNSRS similarity dataset (txt)

• UMNSRS relatedness dataset (txt)

• Verb inflection analogy dataset (txt)

• Noun inflection analogy dataset (txt)

• Adjective inflection analogy dataset (txt)

The clinical similarity ratings and their standard de-
viations are found in file:

• Clinical similarity ratings (xlsx)

The online sources of clinical abbreviations are
found in file:

• Abbreviation sources (xlsx)
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FastText (300d)
Clinical General

No gen. OOV gen. No gen. OOV gen.
Clinical analogy, acc (IV) 0.05 (0.88) 0.04 (1.0) 0.14 (0.54) 0.07 (1.0)
Abbreviation equality, sim (IV) 0.53 (0.84) 0.52 (1.0) 0.27 (0.58) 0.30 (1.0)
Clinical similarity, 𝜌 (IV) 0.64 (0.93) 0.62 (1.0) 0.43 (0.61) 0.32 (1.0)
UMNSRS similarity, 𝜌 (IV) 0.60 (0.88) 0.58 (1.0) 0.30 (0.59) 0.25 (1.0)
UMNSRS relatedness, 𝜌 (IV) 0.54 (0.83) 0.54 (1.0) 0.32 (0.56) 0.27 (1.0)

GloVe (100d)
Clinical (No gen.) GP (No gen.)

Clinical analogy, acc (IV) 0.08 (0.88) 0.06 (0.61)
Abbreviation equality, sim (IV) 0.49 (0.85) 0.24 (0.57)
Clinical similarity, 𝜌 (IV) 0.56 (0.96) 0.34 (0.75)
UMNSRS similarity, 𝜌 (IV) 0.41 (0.89) 0.18 (0.74)
UMNSRS relatedness, 𝜌 (IV) 0.41 (0.84) 0.21 (0.70)

Table 5: Semantic benchmark results by model type (FastText, GloVe), domain (clinical, general, general practitioner
(GP)), and out-of-vocabulary (OOV) generation (no gen., OOV gen.). The acc metric is the accuracy on the in-vocabulary
(IV) dataset. The sim metric is the average cosine similarity on the IV dataset. The 𝜌 metric is the Spearman’s rank
correlation coefficient on the IV dataset. IV rates are reported in parenthesis. We underline the best results per task by
model type.

FastText (300d)
Clinical General

No gen. OOV gen. No gen. OOV gen.
Verb inflection, acc (IV) 0.28 (0.99) 0.28 (1.0) 0.69 (0.92) 0.66 (1.0)
Noun inflection, acc (IV) 0.19 (0.36) 0.11 (1.0) 0.60 (0.13) 0.20 (1.0)
Adjective inflection, acc (IV) 0.16 (0.36) 0.07 (1.0) 0.41 (0.65) 0.29 (1.0)

GloVe (100d)
Clinical (No gen.) GP (No gen.)

Verb inflection, acc (IV) 0.21 (0.99) 0.09 (0.83)
Noun inflection, acc (IV) 0.04 (0.39) 0.01 (0.18)
Adjective inflection, acc (IV) 0.03 (0.47) 0.04 (0.25)

Table 6: Syntactic benchmark results by model type (FastText, GloVe), domain (clinical, general, general practitioner
(GP)), and out-of-vocabulary (OOV) generation (no gen., OOV gen.). The acc metric is the accuracy on the in-vocabulary
(IV) dataset. IV rates are reported in parenthesis. We underline the best results per task by model type.

FastText (300d)
Clinical General

No gen. OOV gen. No gen. OOV gen.
Bleeding classification, acc 0.93 0.92 0.84 0.84
Department classification, acc 0.83 0.83 0.65 0.64

GloVe (100d)
Clinical (No gen.) GP (No gen.)

Bleeding classification, acc 0.90 0.87
Department classification, acc 0.76 0.66

Table 7: Extrinsic benchmark results by model type (FastText, GloVe), domain (clinical, general, general practitioner
(GP)), and out-of-vocabulary (OOV) generation (no gen., OOV gen.). We report accuracies on the bleeding and depart-
ment classification task using the word embeddings as input. We underline the best results per task by model type.
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FastText (300d)
Clinical General

Clinical analogy, accuracy (RC) 0.06 (1.0) 0.14 (0.61)
Abbreviation equality, similarity (RC) 0.55 (0.97) 0.27 (0.67)
Clinical similarity, 𝜌 (RC) 0.67 (0.98) 0.44 (0.63)
UMNSRS similarity, 𝜌 (RC) 0.57 (0.98) 0.28 (0.66)
UMNSRS relatedness, 𝜌 (RC) 0.52 (0.97) 0.29 (0.66)

GloVe (100d)
Clinical GP

Clinical analogy, accuracy (RC) 0.13 (1.0) 0.08 (0.69)
Abbreviation equality, similarity (RC) 0.60 (0.98) 0.25 (0.66)
Clinical similarity, 𝜌 (RC) 0.60 (1.0) 0.35 (0.79)
UMNSRS similarity, 𝜌 (RC) 0.40 (0.99) 0.15 (0.82)
UMNSRS relatedness, 𝜌 (RC) 0.40 (0.98) 0.23 (0.82)

Table 8: Semantic benchmark results on the intersection of IV datasets for each task by model type (FastText, GloVe) and
domain (clinical, general, general practitioner (GP)). The accuracy metric is the accuracy on the dataset. The similarity
metric is the average cosine similarity on the dataset. The 𝜌 metric is the Spearman’s rank correlation coefficient on
the dataset. Relative coverage (RC) is reported in parenthesis. We underline the best results per task by model type.

FastText (300d)
Clinical General

Verb inflection analogy, accuracy (RC) 0.29 (0.99) 0.71 (0.92)
Noun inflection analogy, accuracy (RC) 0.17 (0.92) 0.63 (0.54)
Adjective inflection analogy, accuracy (RC) 0.18 (0.55) 0.54 (0.98)

GloVe (100d)
Clinical GP

Verb inflection analogy, accuracy (RC) 0.23 (0.99) 0.09 (0.83)
Noun inflection analogy, accuracy (RC) 0.08 (0.98) 0.03 (0.64)
Adjective inflection analogy, accuracy (RC) 0.05 (0.71) 0.04 (0.38)

Table 9: Syntactic benchmark results on the intersection of IV datasets for each task by model type (FastText, GloVe)
and domain (clinical, general, general practitioner (GP)). The accuracy metric is the accuracy on the dataset. Relative
coverage (RC) is reported in parenthesis. We underline the best results per task by model type.
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FastText (300d) GloVe (100d)
Clinical General Clinical GP

No gen. OOV gen. No gen. OOV gen. No gen. No gen.
hoftealloplastik + knæ -
knæalloplastik = hofte
(hip replacement + knee -
knee replacement = hip)

✓ ✓ ✓ ✓ ✓ ✓

hofte + knæalloplastik -
knæ = hoftealloplastik
(hip + knee replacement -
knee = hip replacement)

✓ ✓ ✓ ✓ ✓ ✓

knæalloplastik + hofte -
hoftealloplastik = knæ
(knee replacement + hip -
hip replacement = knee)

✓ ✓ ✓ ✓ ✓ ✓

knæ + hoftealloplastik -
hofte = knæalloplastik
(knee + hip replacement -
hip = knee replacement)

✓ ✓ ✓ ✓

ovarier + mand -
testikler = kvinde
(ovaries + man -
testicles = woman)

✓ ✓ ✓ ✓ ✓ ✓

testikler + kvinde -
ovarier = mand
(testicles + woman -
ovaries = man)

✓ ✓

trombocytpool+anæmi -
sag-m = trombocytopeni
(thrombocyte pool + anemia -
sag-m = thrombocytopenia)

✓ ✓

sag-m + trombocytopeni -
trombocytpool = anæmi
(sag-m + thrombocytopenia -
thrombocyte pool = anemia)

✓ ✓ ✓

høretab + øjne -
synstab = ører
(hearing loss + eyes -
visual obscuration = ears)

✓ ✓ ✓

synstab + ører -
høretab = øjne
(visual obscuration + ears -
hearing loss = eyes)

✓ ✓

mad + tørst -
væske = sult
(food + thirst -
liquid = hunger)

✓ ✓ ✓

milt + gastrektomi -
mavesæk = splenektomi
(spleen + Gastrectomy -
stomach = splenectomy)

✓ ✓ ✓

aids + borrelia -
neuroborreliose = hiv
(aids + borreliosis -
neuroborreliosis = hiv)

✓ ✓

levothyroxin + hyperthyroidisme -
thiamazol = hypothyroidisme
(levothyroxine + lyperthyroidism -
thiamazole = hypothyroidism)

✓ ✓

respirator + nyresvigt -
dialyse = respirationssvigt
(respirator + renal failure -
dialysis = respiratory failure)

✓ ✓

virus + dyrkning -
bakterie = pcr
(virus + cultivation -
bacteria = pcr)

✓

tarm + hæmoptyse -
lunger = melæna
(intestine + hemoptysis -
lung = melena)

✓

Kreatinin + knoglemarvsfunktion -
differentialtælling = nyrefunktion
(creatinine + bone marrow function -
differential count = renal function)

✓

nyrefunktion + differentialtælling -
knoglemarvsfunktion = kreatinin
(renal function + differential count -
bone marrow function = creatinine)

✓

Table 10: Overview of the correctly predicted semantic analogies by model type (FastText, GloVe), domain (clinical,
general, general practitioner (GP)), and out-of-vocabulary (OOV) generation (no gen., OOV gen.). Each analogy is
presented in Danish, and the English translation is parenthesis. A mark signifies a correctly predicted analogy.
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FastText (300d)
Clinical General

No gen. OOV gen. No gen. OOV gen.
Top 1, acc 0.05 0.04 0.14 0.07
Top 5, acc 0.10 0.09 0.27 0.16
Top 10, acc 0.13 0.11 0.41 0.28
IV rate 0.88 1.0 0.54 1.0

GloVe (100d)
Clinical (No gen.) GP (No gen.)

Top 1, acc 0.08 0.06
Top 5, acc 0.15 0.08
Top 10, acc 0.21 0.13
IV rate 0.88 0.61

Table 11: Top n accuracies and IV rate on the semantic clinical analogy dataset by model type (FastText, GloVe), domain
(clinical, general, general practitioner (GP)), and out-of-vocabulary (OOV) generation (no gen., OOV gen.). A prediction
is considered correct if the correct term is in the top n nearest neighbours to the calculated vector. The IV rate is the
proportion of word pairs or analogies which are in-vocabulary. We underline the best results by model type.

FastText (300d)
Clinical General

No gen. OOV gen. No gen. OOV gen.
Clinical similarity SD1, 𝜌 0.60 0.57 0.44 0.35
IV rate 0.94 1.0 0.61 1.0

GloVe (100d)
Clinical (No gen.) GP (No gen.)

Clinical similarity SD1, 𝜌 0.54 0.40
IV rate 0.96 0.75

Table 12: Results on the clinical similarity dataset with standard deviation at or below 1 by model type (FastText, GloVe),
domain (clinical, general, general practitioner (GP)), and out-of-vocabulary (OOV) generation (no gen., OOV gen.). The
𝜌 metric is the Spearman’s rank correlation coefficient on the IV dataset. The IV rate is the proportion of word pairs or
analogies which are in-vocabulary. The dataset contains 255 word pairs. We underline the best result by model type.
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Abstract Data augmentation is an important method for evaluating the robustness of and enhancing the diversity of training data
for natural language processing (NLP) models. In this paper, we present NL-Augmenter, a new participatory Python-based natural
language (NL) augmentation framework which supports the creation of transformations (modifications to the data) and filters
(data splits according to specific features). We describe the framework and an initial set of 117 transformations and 23 filters for a
variety of NL tasks annotated with noisy descriptive tags. The transformations incorporate noise, intentional and accidental human
mistakes, socio-linguistic variation, semantically-valid style, syntax changes, as well as artificial constructs that are unambiguous
to humans. We demonstrate the e�icacy of NL-Augmenter by using its transformations to analyze the robustness of popular
language models. We find di�erent models to be di�erently challenged on di�erent tasks, with quasi-systematic score decreases.
The infrastructure, datacards, and robustness evaluation results are publicly available on GitHub for the benefit of researchers
working on paraphrase generation, robustness analysis, and low-resource NLP.

El aumento de datos es un método importante para evaluar la solidez y mejorar la diversidad del entrenamiento datos
para modelos de procesamiento de lenguaje natural (NLP). इस लेख में, हम एनएल-ऑगमेंटर का प्रस्ताव करते हैं - एक नया भागी-

दारी पूर्वक, पायथन में बनाया गया, लैंग्वेज (एनएल) ऑग्मेंटेशन फ्रेमवर्क जो ट्रांसफॉर्मेशन (डेटा में बदलाव करना) और फीलटर (फीचर्स के अनुसार डेटा

का भाग करना) के नीरमान का समर्थन करता है। 我们描述了NL-Augmenter框架及其初步包含的１１７种转换和２３个过滤器，并
大致标注分类了一系列可适配的自然语言任务

NL-Augmenterpa allin kaynintam qawachiyku, tikrakuyninku-
nata servichikuspayku, chaywanmi qawariykumodelos de lenguaje popular nisqapa allin takyasqa kayninta. Kamimenemukan
model yang berbeda ditantang secara berbeda pada tugas yang berbeda, dengan penurunan skor kuasi-sistematis. Infrastruktur,
kartu data, dan hasil evaluasi ketahanan dipublikasikan tersedia secara gratis di GitHub untuk kepentingan para peneliti yang
mengerjakan pembuatan parafrase, analisis ketahanan, dan NLP sumber daya rendah.
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1 Introduction

Data augmentation, the act of creating new datapoints
by slightly modifying copies or creating synthetic data
based on existing data, is an important component
in the robustness evaluation of models in natural
language processing (NLP) and in enhancing the di-
versity of their training data. Most data augmentation
techniques create examples through transformations
of existing examples which are based on prior task-
specific knowledge (Feng et al., 2021; Chen et al., 2021).
Such transformations seek to disrupt model predictions
or can be used as training candidates for improving
regularization and denoising models, for example
through consistency training (Xie et al., 2020). Figure 1
illustrates a number of possible transformations for a
sample sentence.

However, the vast majority of transformations do
not alter the structure of examples in drastic andmean-
ingful ways, rendering them qualitatively less e�ective
as potential training or test examples. Moreover, dif-
ferent NLP tasks may benefit from transforming di�er-
ent linguistic properties. Changing the word “happy”
to “very happy” in an input is more relevant for sen-
timent analysis than for summarization. Despite this,
many transformations are universally useful, for exam-
ple changing places to ones from di�erent geographic
regions, or changing names to those from di�erent
cultures. Hence, a single repository that aggregates
both task-specific and task-independent transforma-
tions will lower the barrier to entry for creating appro-
priate augmentation suites for any task.

Another advantage of supporting a broad range of
transformations is the ability to capture the long-tailed
nature and high diversity of surface forms of natural
language (Bamman, 2017). The current paradigm of
testing models on data drawn i.i.d. from long-tailed
distribution results in the head of the distribution be-
ing emphasized even in the test dataset and rare phe-
nomena implicitly ignored by aggregate performance
numbers. Researchers have thus argued for more fine-
grained breakdowns of results in ways that capture
these under-represented groups (Mitchell et al., 2019).
However, the identification of these groups depends on
and benefits from di�erent cultural backgrounds and
expertise. To capture a wide range of backgrounds, we
thus capitalize on the “wisdom-of-researchers” and de-
velop NL-Augmenter in a participatory framework.

NL-Augmenter is a Python-based natural language
(NL) augmentation framework that aims to enable
more diverse and be�er characterized data during test-
ing and training.1 Drawing upon researchers from com-
putational linguistics, NLP, and other related fields, we
collect 117 di�erent ways to augment data for NL tasks.

1https://github.com/GEM-benchmark/NL-Augmenter

To encourage task-specific implementations, we link
each transformation to a widely-used data format (e.g.
text pair, a question-answer pair, etc.) along with the
task types (e.g. entailment, tagging, etc.) that they sup-
port. NL-Augmenter also provides more than 23 di�er-
ent filters, which can be used to create input subpopu-
lations, according to features such as input complexity,
input size, etc. Unlike a transformation, the output of
a filter is a boolean value, indicating whether the in-
put meets the filter criterion, e.g., whether the input
text is classified as toxic. We evaluate the robustness of
four common pre-trained language models on four dif-
ferent tasks by testing their performance on perturbed
test sets. The results demonstrate how NL-Augmenter
can easily corroborate prior findings that current pre-
trained models are strongly a�ected by small perturba-
tions in texts. Additionally, we expect NL-Augmenter
to be an e�ective tool for training data augmentation
to develop models that are robust to diverse language
characteristics.

2 Related Work

Participatory Benchmarks & Wisdom-of-
Researchers Addressing the problem of under-
resourced African languages in machine translation,
Masakhane adopted a participatory approach to con-
struct benchmarks for over thirty languages (Nekoto
et al., 2020). Such collaborative approaches are becom-
ing increasingly common (Cahyawijaya et al., 2022) in
NLP to keep up with the rapid pace of NLP progress
via benefi�ing from collaboration. The Generation
Evaluation and Metrics benchmark (Gehrmann et al.,
2021, 2022), which started the development of NL-
Augmenter, is a participatory project to document
and improve evaluation processes in natural language
generation. BIG-bench2 is a collaborative framework
to collect few-shot tasks that gauge the abilities of
large, pretrained language models. DynaBench (Kiela
et al., 2021) iteratively evaluates models in a human-
in-the-loop fashion by enabling humans to construct
challenging examples. SyntaxGym (Gauthier et al.,
2020) provides a platform for researchers to contribute
and use evaluation sets with a focus on targeted
syntactic evaluation of Language Models (LMs),
particularly psycho-linguistically motivated ones. The
collaboration process for NL-Augmenter is inspired by
these projects allowing us to reach for a much broader
scope and to collect transformations that operate on
a larger variety of tasks and model types. Through
our participatory approach, the lived experiences of
a diverse group of individuals enable identifying and
codifying an extensive list dimensions of variation

2https://github.com/google/BIG-bench
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NL-AugmenterJohn likes expensive Italian pizzas. John  expensive   .

John likes expensive Italian pizzas .#LikesPizzas #Likes #John #Pizzas

Expensive italian pizzas, John likes.

John likes e ensive Italian pizzas .

John likes expensive Italian pizzas(italian dish of flattened bread and toppings). 

John is a big fan of Italy, especially of the rich and cheap pizzas.

JJoohhnn  lliikkeess  eexxppeennssiivvee  IIttaalliiaann  ppiizzzzaass ..

Jo4n lik3s 3xpensiv3 1talian pizzas .

John likes expensive actually Italian actually pizzas In my opinion .

John confirmed that he likes expensive Italian pizzas.

Joḫn ⱡikẽs ęxṕensίѷḝէإ  al aἣ ׀p ƨzas .

NL-Augmenter

John likes pure bead Italian pizzas.

John is fond of expensive Italian pizzas.

John likes expensive Italian food .

John likes expensive Italienisch pizzas .

ashish

ashish

Figure 1: A few randomly chosen transformations of NL-Augmenter for the original sentence John likes expensive pizzas.
While the meaning (almost) always remains the same and identifiable by humans, models can have a much harder time
representing the transformed sentences.

which are encoded as executable transformations (Tan
et al., 2021b). Leveraging the wisdom-of-the-crowd
(Galton, 1907; Yi et al., 2010) is common in our field of
NLP, o�en through the use of crowdsourcing platforms
like Amazon Mechanical Turk that provide access
to many raters, although not representative of the
broader population (Fort et al., 2011). To harness the
wisdom-of-researchers instead, we follow the example
by BIG-bench which is hosted on GitHub and o�ers
co-authorship in exchange for task contribution.

Robustness Evaluation Tools There are many
projects with similar goals that inspired NL-Augmenter.
For example Gardner et al. (2020) create “contrast” sets
of perturbed test examples. In their approach, each
example is manually perturbed, which may lead to
higher-quality results but is costly to replicate for each
new task due to scale and annotator cost. TextAt-
tack (Morris et al., 2020) and TextFlint (Wang et al.,
2021a) are libraries to conduct adversarial evaluations
of English and Chinese models. They cover linguistic
and task-specficic transformations, adversarial a�acks,
and subpopulation analyses. In contrast, while the ma-
jority of transformations are focused on English, NL-
Augmenter supports many more languages and each
contribution can specify a set of supported languages.

Robustness Gym (Goel et al., 2021) unifies four
di�erent types of robustness tests — subpopulations,
transformations, adversarial a�acks, and evaluation
sets — in a single interface in their released li-
brary. While conceptually similar, the design of NL-
Augmenter puts an emphasis on modularity to enable a
low barrier of entry for contributors, which is reflected
in its size and diversity. Checklist (Ribeiro et al., 2020)
argues for the need to go beyond simple accuracy and
evaluate the model on basic linguistic capabilities, for
example their response to negations. Polyjuice (Wu
et al., 2021) perturbs examples using GPT-2 — though
this is automatic and scalable, it o�ers limited control
over type of challenging examples generated, making
fine-grained analysis beyond global challenge-set level
di�icult. In contrast, our method o�ers a richer taxon-
omy with 117 (and growing) transformations for exten-
sive analysis and comparison. Tan et al. (2021b) pro-
pose decomposing each real world environment into
a set of dimensions before using randomly sampled
and adversarially optimized transformations to mea-
sure the model’s average- and worst-case performance
along each dimension. NL-Augmenter can be used, out-
of-the-box, to measure average-case performance and
we plan to extend it to support worst-case evaluation.
See Table 1 for a comparison of the di�erent libraries.
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Library #Transform. Task-specific? Filters? Diversity of Resources

TextA�ack ∗19 7 7 WordNet (WD), Language Models (LM)
OpenA�ack 15 7 7 WN, LM

NLPAug 16 7 7 WN, LM, PPDB
Checklist 12 7 7 WN, LM, Wikidata

Robustness Gym < 20 7 3 WN
TextFlint 80 3 3 LM

NL-Augmenter ∗117 3 3 WN, LM,Wiki, Geographies, Abbreviations, NeoPro-
nouns, PropBank, Implicatives, Emojis, etc.

Table 1: Comparison of NL-Augmenter with other data augmentation and robustness evaluation libraries. *These are
configurable transformations with multiple child transformations.

3 NL-Augmenter

NL-Augmenter is a crowd-sourced suite to facilitate
rapid augmentation of data for NLP tasks to assist in
training and evaluating models. NL-augmenter was
introduced in (Mille et al., 2021) in the context of
the creation of evaluation suites for the GEM bench-
mark (Gehrmann et al., 2021, 2022); three types of eval-
uation sets were proposed: (i) transformations, i.e. orig-
inal test sets are perturbed in di�erent ways (e.g. back-
translation, introduction of typographical errors, etc.),
(ii) subpopulations, i.e. test subsets filtered according to
features such as input complexity, input size, etc.; and
(iii) data shi�s, i.e. new test sets that do not contain
any of the original test set material.

In this paper, we present a participant-driven repos-
itory for creating and testing transformations and fil-
ters, and for applying them to all dataset splits (train-
ing, development, evaluation) and to all NLP tasks
(NLG, labeling, question answering, etc.). As shown
by Mille et al. (2021), applying filters and transforma-
tions to development/evaluation data splits allows for
testing the robustness of models and for identifying
possible biases; on the other hand, applying transfor-
mations and filters to training data (data augmenta-
tion) allows for possibly mitigating the detected robust-
ness and bias issues (Wang et al., 2021b; Pruksachatkun
et al., 2021; Si et al., 2021).

A majority of the augmentations that the frame-
work supports are transformations of single sentences
that aim to paraphrase these sentences in various
ways. NL-Augmenter loosens the definition of “trans-
formations” from the logic-centric view of strict equiv-
alence to the more descriptive view of linguistics,
closely resembling Bhagat and Hovy (2013)’s “quasi-
paraphrases”. We extend this to accommodate noise,
intentional and accidental human mistakes, socio-
linguistic variation, semantically-valid style, syntax
changes, as well as artificial constructs that are unam-
biguous to humans (Tan et al., 2021b). Some trans-
formations vary the socio-linguistic perspective per-
mi�ing a crucial source of variation wherein language

goals span beyond conveying ideas and content.
In this section, we provide organizational details,

list the transformations and filters that the repository
currently contains, and we present the list of tags we
associated to transformations and filters and how we
introduced them.

3.1 Participatory Workshop on GitHub
A workshop was organized towards constructing this
full-fledged participant-driven repository. Unlike a tra-
ditional workshop wherein people submit papers, par-
ticipants were asked to submit python implementa-
tions of transformations to the GitHub repository. Or-
ganizers of this workshop created a base repository ex-
tending Mille et al. (2021)’s NLG evaluation suite and
incorporated a set of interfaces, each of which catered
to popular NL example formats. This formed the back-
bone of the repository. A sample set of transforma-
tions and filters along with evaluation scripts were pro-
vided as starter code. Figure 2 shows an annotated code
snippet of a submission. Following the format of BIG-
bench’s review process, multiple review criteria were
designed for accepting contributions. The review cri-
teria (see Appendix C) guided participants to follow
a style guide, incorporate test cases in JSON format,
and encouraged novelty and specificity. Apart from the
general so�ware development advantages of test cases,
they made reviewing simpler by providing an overview
of the transformation’s capability and scope of genera-
tions.

3.2 Review Process
Each participant was expected to follow the review cri-
teria mentioned in Figure 3 (see Appendix C). Rule-
based transformations depending on well-studied lex-
ical resources like WordNet, Wikipedia, PropBank, Im-
plications were almost always selected due to their high
precision as well as their ability to o�er diverse syn-
onymy. Machine Learning-based transformations (e.g.
Transformers fine-tuned on paraphrase datasets) were
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encouraged if they included either previously reported
or newly measured metrics. ML-based transformations
based on previously published work were thus also ac-
cepted. Duplicate submissions were rejected.

Format of a Transformation

The name of the transformation, ReplaceFinancialAmount followed by
the interface SentenceOperation.

The tasks that the transformation is applicable to.The languages
for which transformations are generated. And the relevant key-
words which categorise the transformation.

class ReplaceFinancialAmount(SentenceOperation):

tasks = [

TaskType.TEXT_CLASSIFICATION,

TaskType.TEXT_TO_TEXT_GENERATION,]

languages = ["en"]

keywords = [

"lexical",

"rule-based",

"external-knowledge-based",

"possible-meaning-alteration",

"high-precision"]

def __init__(self, seed: int = 0, max_outputs: int = 1):

super().__init__(seed=seed, max_outputs=max_outputs)

def generate(self, sentence: str) -> List[str]:

"""

The actual logic of the transformation. The

‘generate‘ method takes in a sentence and returns

multiple transformed sentences.

"""

return transformed_sentences

1

Figure 2: Participants were expected to write their
python class adhering to the above format.

Those transformations which resulted in immeasur-
able meaning change or untracked label changes were
rejected. During the peer review, reviewers examined
example outputs to decide whether a transformation
had immeasurable meaning change. Reviewers were
asked to instigate constructive discussions and suggest
improvements to the code and the transformations. As
each transformation was paired with at least 2 review-
ers3 and the submissions were discussed publicly, most
of these transformations had to improve & resubmit
modified versions. The discussions between reviewers
and participants leading up acceptances or rejections
are available publicly to encourage transparency and
reproducibility as well as foster ancillary projects.

Since reviewers were the main guarantors of qual-
ity, it was imperative to provide a fair and qualitative re-
view to participants and hence submissions were scru-
tinised by both participants as well as the organizers.
From our initial advertising on relevant mailing lists
and personally emailing authors of the relevant papers
(i.e. papers focused on paraphrasing, augmentation,
adversarial learning and robustness analysis) helped us
in obtaining a diverse pool of volunteers. The review-
ers were a�iliated to about 90 organisations during the

3Some submissions also received up to 5-6 reviews.

course of review out of which approximately two-thirds
were academic and the rest were industrial in nature. To
ensure that the submissions adhere to the larger goals
of the project we let organizers have the final say of ac-
ceptance, much like meta-reviewers in conferences.

3.3 Transformations and filters
We received a total of 170 submissions out of which
117 transformations and 23 filters were accepted and
merged. They have been listed in Tables 2 and 3 re-
spectively (and alphabetically ordered according to the
submission name in the repository). For each transfor-
mation/filter, a link to the corresponding Appendix sub-
section is provided, where a detailed description, illus-
trations and an external link to the implementation in
the NL-Augmenter repository can be found.

3.4 Tags for the classification of pertur-
bations

We defined a list of tags which are useful for an e�i-
cient navigation in the pool of existing perturbations
and for understanding the performance characteristics
of the contributed transformations and filters (see e.g.
the robustness analysis presented in Section 4). There
are three main categories of tags: (i) General proper-
ties tags, (ii) Output properties tags, and (iii) Processing
properties tags.

General properties tags are shown in Table 4, and
cover the type of the augmentation, i.e. whether it is a
transformation or a filter (Augmented set type), its gen-
eral purpose, i.e. whether it is intended for augmen-
tation, robustness, etc. (General purpose), for which
NLP tasks the created data will be useful (Task type), to
which languages it has been applied (Language(s)), and
on which linguistic level of representation it operates,
i.e. semantic, syntactic, lexical, etc. (Linguistic level).

Output properties tags, shown in Table 5, apply
to transformations only; they provide indications about
how the data was a�ected during the respective trans-
formations. There are currently six properties in this
category: one to capture the number of di�erent out-
puts that a transformation can produce (Output/Input
ratio), one to capture in which aspect the input and the
output are alike (Input/Ouptut similarity), and four to
capture intrinsic qualities of the produced text or struc-
tured data, namely how were the meaning, the gram-
maticality, the readability and the naturalness a�ected
by the transformation (respectively Meaning preserva-
tion, Grammaticality preservation, Readability preserva-
tion andNaturalness preservation). Note that apart from
Output/Input ratio, the output properties tags need
to be specified manually for each transformation/filter
(see Section 3.5), and are thus subject to the interpreta-
tion of the annotator.
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Transformation App. Transformation App.

Abbreviation Transformation A.1 Mix transliteration A.60
Add Hash-Tags A.2 MR Value Replacement A.61
Adjectives Antonyms Switch A.3 Multilingual Back Translation A.62
AmericanizeBritishizeEnglish A.4 Multilingual Dictionary Based Code Switch A.63
AntonymsSubstitute A.5 Multilingual Lexicon Perturbation A.64
Auxiliary Negation Removal A.6 Causal Negation and Strengthening A.65
AzertyQwertyCharsSwap A.7 �estion Rephrasing transformation A.66
BackTranslation A.8 English Noun Compound Paraphraser [N+N] A.67
BackTranslation for Named Entity Recognition A.9 Number to Word A.68
Bu�er Fingers Perturbation A.10 Numeric to Word A.69
Bu�er Fingers Perturbation For Indian Languages A.11 OCR Perturbation A.70
Change Character Case A.12 Add Noun Definition A.71
Change Date Format A.13 Pig Latin Cipher A.72
Change Person Named Entities A.14 Pinyin Chinese Character Transcription A.73
Change Two Way Named Entities A.15 SRL Argument Exchange A.74
Chinese Antonym and Synonym Substitution A.16 ProtAugment Diverse Paraphrasing A.75
Chinese Pinyin Bu�er Fingers Perturbation A.17 Punctuation A.76
Chinese Person NE and Gender Perturbation A.18 �estion-�estion Paraphraser for QA A.77
Chinese (Simplified and Traditional) Perturbation A.19 �estion in CAPS A.78
City Names Transformation A.20 Random Word Deletion A.79
Close Homophones Swap A.21 Random Upper-Case Transformation A.80
Color Transformation A.22 Double Context QA A.81
Concatenate Two Random Sentences (Bilingual) A.23 Replace Abbreviations and Acronyms A.82
Concatenate Two Random Sentences (Monolingual) A.24 Replace Financial Amounts A.83
Concept2Sentence A.25 Replace Numerical Values A.84
Contextual Meaning Perturbation A.26 Replace Spelling A.85
Contractions and Expansions Perturbation A.27 Replace nouns with hyponyms or hypernyms A.86
Correct Common Misspellings A.28 Sampled Sentence Additions A.87
Country/State Abbreviation A.29 Sentence Reordering A.88
Decontextualisation of the main Event A.30 Emoji Addition for Sentiment Data A.89
Diacritic Removal A.31 Shu�le Within Segments A.90
Disability/Di�erently Abled Transformation A.32 Simple Ciphers A.91
Discourse Marker Substitution A.33 Slangificator A.92
Diverse Paraphrase Generation A.34 Spanish Gender Swap A.93
Dislexia Words Swap A.35 Speech Disfluency Perturbation A.94
Emoji Icon Transformation A.36 Paraphrasing through Style Transfer A.95
Emojify A.37 Subject Object Switch A.96
English Inflectional Variation A.38 Sentence Summarizaiton A.97
English Mention Replacement for NER A.39 Suspecting Paraphraser for QA A.98
Filler Word Augmentation A.40 Swap Characters Perturbation A.99
Style Transfer from Informal to Formal A.41 Synonym Insertion A.100
French Conjugation Substitution A.42 Synonym Substitution A.101
Gender And Culture Diversity Name Changer A.43 Syntactically Diverse Paraphrasing A.102
Neopronoun Substitution A.44 Subsequence Substitution for Seq. Tagging A.103
Gender Neutral Rewrite A.45 Tense A.104
GenderSwapper A.46 Token Replacement Based on Lookup Tables A.105
GeoNames Transformation A.47 Transformer Fill A.106
German Gender Swap A.48 Added Underscore Trick A.107
Grapheme to Phoneme Substitution A.49 Unit converter A.108
Greetings and Farewells A.50 Urban Thesaurus Swap A.109
Hashtagify A.51 Use Acronyms A.110
Insert English and French Abbreviations A.52 Visual A�ack Le�er A.111
Leet Transformation A.53 Weekday Month Abbreviation A.112
Lexical Counterfactual Generator A.54 Whitespace Perturbation A.113
Longer Location for NER A.55 Context Noise for QA A.114
Longer Location Names for testing NER A.56 Writing System Replacement A.115
Longer Names for NER A.57 Yes-No�estion Perturbation A.116
Lost in Translation A.58 Yoda Transformation A.117
Mixed Language Perturbation A.59

Table 2: List of transformations and link to their detailed descriptions in AppendixA
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Filter App. Filter App.

Code-Mixing Filter B.1 Polarity Filter B.13
Diacritics Filter B.2 �antitative�estion Filter B.14
Encoding Filter B.3 �estion type filter B.15
Englishness Filter B.4 Repetitions Filter B.16
Gender Bias Filter B.5 Phonetic Match Filter B.17
Group Inequity Filter B.6 Special Casing Filter B.18
Keyword Filter B.7 Speech-Tag Filter B.19
Language Filter B.8 Token-Amount filter B.20
Length Filter B.9 Toxicity Filter B.21
Named-entity-count Filter B.10 Universal Bias Filter B.22
Numeric Filter B.11 Yes/no question filter B.23
Oscillatory Hallucinations Filter B.12

Table 3: List of filters and link to their detailed descriptions in Appendix B

Property Definition Tags

Augmented set type Transformation or Filter (Subpopulation)? Filter, Transformation, Multiple (specify), Un-
clear, N/A

General purpose What will the data be used for? Augmenting
training data? Testing robustness? Finding
and fixing biases? Etc.

Augmentation, Bias, Robustness, Other (spec-
ify), Multiple (specify), Unclear, N/A

Task type For which NLP task(s) will the perturbation be
beneficial?

�ality estimation, �estion answering,
�estion generation, RDF-to-text, Table-to-
text generation, Sentiment analysis, Text
classification, Text tagging, Text-to-text gen-
eration

Language(s) To which language(s) is the perturbation ap-
plied?

*

Linguistic level On which linguistic level does the perturba-
tion operate?

Discourse, Semantic, Style, Lexical, Syntactic,
Word-order, Morphological, Character, Other
(specify), Multiple (specify), Unclear, N/A

Table 4: Criteria and possible tags for General Properties of perturbations

Processing properties tags, shown in Table 6, cap-
ture information related to the type of processing ap-
plied on the input (Input data processing), the type
of algorithm used (Algorithm type), how it is imple-
mented (Implementation), its estimated precision and
recall (Precision/recall) and computational complexity
(Computational complexity / Time), and whether an ac-
celerator is required to apply the transformation/filter
(GPU required?).

3.5 Tag retrieval and assignment
Transformation and filters are assigned tags for each
of the properties listed in Tables 4-6. There are two
sources for the tags: (i) assigning them manually, and
(ii) using existing metadata embedded in the respective
source code implementations of each given transfor-
mation and filter. The in-code metadata provides de-
scriptions for each one identifiable aspects such as the
language(s) supported, the type of task that the trans-
formation or filter is applicable for, and other charac-

teristical keywords. The specification and type of this
metadata was pre-defined as a requirement for all con-
tributors to the NL-Augmenter project to enable iden-
tification of the type of transformation or filter being
wri�en by their respective author(s). Having a language
tag separately was crucial to emphasize and encourage
multi-lingual transformations and filters.

This metadata was initially collected through the
creation of an automated script which programmati-
cally iterated through each transformation and filter
and gathered all stated metadata. The metadata was
thenmapped by the script into discrete property groups
as defined in Tables 4-6. All contributing authors were
invited to review the initially collected metadata and,
where possible, add additional data.
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Property Definition Tags

Output/input ratio Does the transformation generate one single
output for each input, or a few, or many?

=1, >1 (Low), >1 (High), Multiple (specify), Un-
clear, N/A

Input/output similarity On which level are the input and output simi-
lar (if applicable)?

Aural, Meaning, Visual, Other (specify), Mul-
tiple (specify), Unclear, N/A

Meaning preservation If you compare the output with the input, how
is the meaning a�ected by the transforma-
tion?

Always-preserved, Possibly-changed, Always-
changed, Possibly-added, Always-added,
Possibly-removed, Always-removed, Multiple
(specify), Unclear, N/A

Grammaticality preser-
vation

If you compare the output with the input, how
is the grammatical correctness a�ected by the
transformation?

Always-preserved, Possibly-impaired,
Always-impaired, Possibly-improved, Always-
improved, Multiple (specify), Unclear, N/A

Readability preservation If you compare the output with the input, how
is the easiness of read a�ected by the transfor-
mation?

Always-preserved, Possibly-impaired,
Always-impaired, Possibly-improved, Always-
improved, Multiple (specify), Unclear, N/A

Naturalness preserva-
tion

If you compare the output with the input, how
is the naturalness of the text a�ected by the
transformation?

Always-preserved, Possibly-impaired,
Always-impaired, Possibly-improved, Always-
improved, Multiple (specify), Unclear, N/A

Table 5: Criteria and possible tags for Output Properties of perturbations (applicable to transformations only)

Property Definition Tags

Input data processing What kind of NL processing is applied to the
input?

Addition, Chunking, Paraphrasing, Parsing,
PoS-Tagging, Removal, Segmentation, Sim-
plification, Stemming, Substitution, Tokeni-
sation, Translation, Other (specify), Multiple
(specify), Unclear, N/A

Implementation Is the perturbation implemented as rule-based
or model-based?

Model-based, Rule-based, Both, Unclear, N/A

Algorithm type What type of algorithm is used to implement
the perturbation?

API-based, External-knowledge-based, LSTM-
based, Transformer-Based, Other (specify),
Multiple (specify), Unclear, N/A

Precision/recall To what extent does the perturbation gener-
ate what it intends to generate (precision)? To
what extent does the perturbation return an
output for any input (recall)?

High-precision-High-recall, High-precision-
Low-recall, Low-precision-High-recall,
Low-precision-Low-recall, Unclear, N/A

GPU Required? Is GPU needed to run the perturbation? No, Yes, Unclear, N/A

Computational complex-
ity / Time

How would you assess the computational
complexity of running the perturbation? Does
it need a lot of time to run?

High, Medium, Low

Table 6: Criteria and possible tags for Processing Properties of perturbations

4 Robustness Analysis

All authors of the accepted perturbations were asked
to provide the task performance scores for each of their
respective transformations or filters. In Section 4.1 we
provide details on how the scores were obtained, and in
Section 4.2 we provide a first analysis of these scores.

4.1 Experiment
The perturbations are currently split into three groups,
according to the task(s) they will be evaluated on:
text classification tasks, tagging tasks, and question-
answering tasks. For experiments we focus on text clas-
sification and its relevant perturbations. We compare
the models’ performance on the original test data and
on the perturbed data. The percentage of sentences be-
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SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

Augmentation 34 20 0.63 -13.25 20 0.75 -6 18 0.74 -8.89 17 0.73 -4.41
Bias 3 1 0.5 -5 2 0.52 -11.5 2 0.53 -16 1 0.71 0
Robustness 15 8 0.82 -9.38 7 0.59 -8.14 7 0.65 -12.14 7 0.88 -13.71
Other* 1 1 0.5 -38 1 0.5 -23 1 0.5 -44 1 0.6 1
Multiple* 21 13 0.72 -4.15 13 0.64 -5.08 12 0.68 -4.08 11 0.92 -5.64

Total 74 43 43 40 37

Table 7: Results of the robustness evaluation from the perspective of theGeneral purpose criterion (#All = Total number
of tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

�al. estim. 2 2 0.52 -2.5 2 0.51 -6 2 0.53 -6.5 1 0.56 0
�estion ans. 3 2 0.7 -0.5 2 0.89 -1.5 2 0.77 -1 2 0.98 -4
�estion gen. 2 1 0.41 0 1 0.77 -1 1 0.54 -2 1 0.97 -5
RDF to text 1 1 0.01 0 1 0.02 0 1 0.04 0 1 0.21 0
Sentiment ana. 4 1 0.99 -12 1 0.99 -14 1 0.93 -18 1 1 -15
Table to text 1 1 0.01 0 1 0.02 0 1 0.04 0 1 0.21 0
Text class. 95 52 0.71 -9.27 52 0.68 -6.21 49 0.69 -8.33 43 0.83 -5.74
Text tagging 25 17 0.79 -10.94 17 0.64 -6.82 16 0.66 -9.75 13 0.84 -9.23
Text to text gen. 92 49 0.69 -8.86 49 0.66 -5.86 46 0.68 -7.57 40 0.79 -5.62

Total 231 126 126 119 103

Table 8: Results of the robustness evaluation from the perspective of the Task type criterion (#All = Total number of
tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

Semantic 3 1 1 -35 1 1 -20 1 1.0 -42 1 1 -3
Lexical 44 30 0.67 -5.83 30 0.61 -5 30 0.64 -4.4 25 0.73 -2.44
Syntactic 3 1 1 -8 1 0.74 -7 1 0.85 -15 1 1 0
Word-order 2 2 0.6 -1.5 2 0.61 -1 2 0.63 -2 1 1 0
Morphological 3 2 0.75 -25.5 2 0.75 -21.5 2 0.75 -28.5 2 0.8 -4.5
Character 6 2 1 -16.5 2 1.0 -12.5 1 0.95 -31 2 1 -26
Other* 1 1 0 0 1 0.7 -4 0 1 1 -1
Multiple* 25 9 0.74 -11.22 9 0.71 -7 9 0.74 -12.56 8 0.8 -14.5
Unclear 1 1 1 -46 1 0.79 -2 0 0

Total 92 49 49 46 41

Table 9: Results of the robustness evaluation from the perspective of the Linguistic level criterion (#All = Total number
of tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

ing changed by a transformation (transformation rate)
and the percentage of performance drop on the per-
turbed data compared to the performance on the orig-
inal data (score variation) are reported.

Tasks. We choose four evaluation datasets among
three English NLP tasks: (1) sentiment analysis on
both short sentences (SST-2 (Socher et al., 2013)) and
full paragraphs (IMDB Movie Review (Maas et al.,

2011)), (2) Duplicate question detection (QQP) (Wang
et al., 2019a), and (3) Natural Language Inference
(MNLI) (Williams et al., 2017). These tasks cover both
classifications on single sentences, as well as pair-
wise comparisons, and have been widely used in var-
ious counterfactual analysis and augmentation exper-
iments (Wu et al., 2021; Kaushik et al., 2019; Gardner
et al., 2020; Ribeiro et al., 2020).
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SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

Aural 5 3 1 -4.33 3 0.7 -6.67 2 0.7 -6.5 3 0.85 -3.67
Meaning 51 31 0.6 -8.58 32 0.64 -5.72 31 0.64 -7.52 28 0.74 -5.75
Visual 12 7 0.86 -15.29 6 0.8 -10.17 5 0.8 -12.8 5 0.92 -1
Other* 5 1 0.83 0 1 0.55 -4 1 0.69 -2 0
Multiple* 2 1 1 -34 1 1 -20 1 1.0 -38 2 1 -23
N/A 2 2 0.92 -1 2 0.67 -6 2 0.77 -5 0

Total 77 45 45 42 38

Table 10: Results of the robustness evaluation from the perspective of the Input/output similarity criterion (#All =
Total number of tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

Evaluation models. We represent each
dataset/task with its corresponding most down-
loaded large model hosted on Huggingface (Wolf
et al., 2020), resulting in four models for evalua-
tion: roberta-base-SST-2, roberta-base-imdb,
roberta-large-mnli, and bert-base-uncased-
QQP.

Perturbation strategy. For each task, we perturb
a random sample of 20% of the validation set. Since
all the transformations are on single text snippets, for
datasets with sentence pairs, i.e., QQP and MNLI, we
perturb the first question and the premise sentence, re-
spectively.

4.2 Results and Analysis
Tables 7 to 17 show the results of the robustness anal-
ysis performed on the four datasets described in Sec-
tion 4.1 and presented according to the tags introduced
in Section 3.4. As we will see further, many of the tags
relay interesting qualitative assessments while in some
cases there is no direct correlation.

General purpose (Table 7): Transformations de-
signed with a “robustness testing” objective displayed
mean performance drops between 9% and 13.7% across
models. Interestingly, 34 sentence transformations de-
signed for “augmentation” tasks showed similar mean
robustness drops ranging between 4% and 13%, empha-
sizing the need to draw on the paraphrasing literature
to improve robustness testing.

Task type (Table 8): The results table shows that
there is not necessarily a correlation between which
task a transformation is marked to be relevant for and
which task it actually challenges the robustness of the
models on.

Linguistic level (Table 9): Transformations mak-
ing character level and morphological changes were
able to show drastic decreases in the level of perfor-
mance compared to those making lexical or syntactic
changes. These drops in performance were consistent
across all four models. roberta-large finetuned on

the MNLI dataset was the most bri�le - character-level
transformations on an average dropped performance
by over 31% and morphological changes dropped it by
28% while those which made lexical changes displayed
a mean drop of 4.4%. The visual_attack_letters
(A.111) transformation, which replaces characters with
similarly looking ones (like y and v), shows a large accu-
racy drop from 94% to 56% on the ‘roberta-base‘ model
fine tuned on SST. ‘bert-base-uncased‘ fine-tuned on
the QQP dataset drops from 92 to 69. roberta-
large-mnli drops from 91 to 47. In the case of
visual_attack_letters, one can easily conceive a
scenario in which a model is applied to OCR text which
likely exhibit similar properties. In this case, one may
expect similarly poor performance, arguably a�ributed
to a narrow set of characters that the models have been
exposed to. This drop could potentially be alleviated by
adversarial training. As is shown in previous work (Si
et al., 2021), training on augmented data improves the
performance on the test set with same perturbations.

Meaning preservation (Table 11): 22 transforma-
tions which were marked as highly meaning preserv-
ing surprisingly showed a larger average performance
drop as compared to 20 of those which were marked as
possibly meaning changing. Not discounting the pos-
sibility of the noisiness of the transformation’s logic,
we believe further investigation could help understand
whether models focus on the meaning of words or sen-
tences or take shortcuts by focusing on commonly oc-
curing surface forms associated with a particular pre-
diction, as was already shown for some phenomena by
McCoy et al. (2019), among others.

Grammaticality preservation (Table 12): Pre-
serving grammaticality did not correlate with high ro-
bustness. Transformations marked as grammaticality
always-preserved showed significant average drops
of 10.6%, 8.1% and 4.6% across roberta-base-SST-2,
roberta-large-mnli and bert-base-uncased-QQP
respectively. For example, the grapheme_to_phoneme
transformation showed drastic drops in performance:
13%, 20% and 13% respectively.
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SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

Alw. preserved 40 22 0.65 -9.77 22 0.63 -7.36 22 0.61 -11.23 19 0.72 -9.89
Poss. changed 33 20 0.78 -5.45 20 0.73 -5.15 17 0.75 -4.76 18 0.87 -1.5
Alw. changed 12 5 0.7 -4 5 0.54 -5.4 5 0.61 -6.8 3 0.78 -7.33
Alw. added 2 1 0 -94 1 0.7 -4 1 0.78 0 1 0.99 -1
Poss. removed 2 2 1 -18 2 1 -13 2 0.88 -23.5 1 1 -3

Total 89 50 50 47 42

Table 11: Results of the robustness evaluation from the perspective of theMeaning preservation criterion (#All = Total
number of tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

Alw. preserved 31 19 0.59 -10.58 19 0.52 -4.63 18 0.53 -8.11 17 0.76 -4.94
Poss. impaired 36 20 0.69 -3.15 20 0.69 -4.55 19 0.72 -4.21 18 0.81 -2.11
Alw. impaired 2 1 0.93 -7 1 0.94 -20 1 0.92 -16 1 1 -1
Poss. improved 6 6 0.83 -16.33 6 0.8 -8.17 5 0.79 -14.8 2 0.52 -1.5
Unclear 1 1 1 -34 1 1 -20 1 1.0 -38 1 1 -45
N/A 2 2 1 -23.5 2 1 -22 2 1 -27 2 1 -36.5

Total 79 49 49 46 41

Table 12: Results of the robustness evaluation from the perspective of theGrammaticality preservation criterion (#All
= Total number of tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

Alw. preserved 25 15 0.66 -3 15 0.54 -3.47 15 0.56 -5.53 12 0.83 -2.33
Poss. impaired 38 24 0.64 -10.67 24 0.69 -6.25 22 0.69 -6.59 22 0.79 -2.41
Alw. impaired 9 4 1 -25.25 4 1.0 -17.25 3 0.98 -36.67 4 1 -40
Poss. improved 4 4 0.75 -11.75 4 0.75 -8.75 4 0.75 -16.25 2 0.52 -1.5
Alw. improved 2 1 -1 1 -6 1 0.77 -5 0
Unclear 1 1 1 0 1 0.06 0 1 0.15 0 1 0.32 0

Total 79 49 49 46 41

Table 13: Results of the robustness evaluation from the perspective of the Readability preservation criterion (#All =
Total number of tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

Readability and Naturalness (Tables 13-14): In
general, as expected, the transformations tagged as
modifying the readability or naturalness show large
drops across all tasks andmodels, in particular the ones
tagged as “always imparing” the input.

Unsurprisingly, many of the injected perturbations,
despite being artificial would not distract human read-
ers from the actual meaning and intent of the text (e.g.
simple_ciphers transformation (A.91)). Character-
level perturbationsmight not distract human readers as
much as compared to word-level perturbations but the
above languagemodels on the other hand behaved con-

trarily. Such departure from learning meaningful ab-
stractions is further validated with the low correlation
of grammaticality preservation and robustness. These
results further re-question how we can expand these
models from being just pure statistical learners to those
which can incorporate meaning and surface-level ab-
straction, both across natural as well as artificial con-
structs. The large drops in performance of such pertur-
bations necessitate looking at expanding training sets
with even artificial data sources as well expand our def-
initions of text similarity from pure linguistic ones to
those which abstract morphological, visual and other
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SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

Alw. preserved 18 9 0.59 -3.33 10 0.52 -3.5 9 0.51 -7.44 9 0.75 -2.56
Poss. impaired 45 29 0.66 -8.48 29 0.64 -5.38 27 0.67 -5.15 24 0.79 -1.75
Alw. impaired 8 4 1.0 -20.5 4 1.0 -16.25 4 0.97 -23.25 4 1 -32.25
Poss. improved 4 4 0.75 -11.75 4 0.75 -8.75 4 0.75 -16.25 2 0.52 -1.5
Unclear 1 1 1 -34 1 1 -20 1 1.0 -38 1 1 -45

Total 77 47 48 45 40

Table 14: Results of the robustness evaluation from the perspective of the Naturalness preservation criterion (#All =
Total number of tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

Addition 1 1 0 -94 1 0.7 -4 1 0.78 0 1 0.99 -1
Paraphrasing 5 5 0.79 -1.8 5 0.74 -5.6 4 0.77 -6.25 3 0.77 -0.67
Parsing 1 1 0.02 0 1 0.16 -1 1 0.15 0 1 0.59 0
PoS-Tagging 5 3 0.44 -11.67 3 0.54 -6.67 3 0.54 -14.33 2 0.98 -1.5
Removal 2 2 1 -4.5 2 0.74 -6.5 2 0.81 -10 1 1 0
Segmentation 3 1 1 -4 1 0.93 -6 1 0.94 -5 1 1 -4
Substitution 17 13 0.63 -8.08 14 0.61 -8 14 0.64 -9.36 13 0.67 -5
Tokenisation 23 9 0.67 -4.89 9 0.5 -4.22 9 0.54 -4.56 10 0.76 -3.8
Translation 3 2 0.99 -11 2 0.99 -13.5 2 0.97 -18.5 1 1 -15
Other* 3 2 1 -17 2 1.0 -10 1 0.95 -38 2 1 -23
Multiple* 13 6 0.69 -1.33 5 0.6 -2.2 5 0.58 -4.8 3 0.72 -2
Unclear 1 1 1 -46 1 0.79 -2 0 0
N/A 3 2 0.85 -18.5 2 0.9 -14 2 0.89 -20.5 2 1 -32

Total 81 48 48 45 40

Table 15: Results of the robustness evaluation from the perspective of the Input data processing criterion (#All = Total
number of tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

Model-based 19 11 0.95 -11.27 11 0.93 -7.64 9 0.93 -11.78 7 0.81 -2.43
Rule-based 66 38 0.65 -9.24 38 0.61 -6.26 37 0.64 -8.14 34 0.79 -6.5
Both 6 2 0.31 0 2 0.5 -0.5 2 0.42 -1.5 1 0.97 -5
Unclear 1 1 1 -7 1 0.84 -4 1 0.9 -2 1 1 -1

Total 103 52 52 49 43

Table 16: Results of the robustness evaluation from the perspective of the Implementation criterion (#All = Total
number of tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

errors which can be unambiguous to humans.

Tables 10, 15, 16 and 17 show the robustness scores
for Input/Output similarity, Input processing, Im-
plementation and Algorithm type respectively. The
score drops for these criteria may not be easily in-
terpretable; e.g. that model-based implementations
showed comparatively larger average drops as com-
pared to rule-based implementations may not be due
to the di�erence in implementation, but rather towhich
transformations were implemented that way .

5 Discussion and Broader Impact

Limitations In Section 4.2, we analyze the results
of applying some of the transformations on existing
datasets and running models on the perturbed data.
Even though it was not possible to test all of the cur-
rently existing perturbations due to time constraints,
the overall results show that the tested perturbations
do pose a challenge to di�erent models on di�erent
tasks, with quasi-systematic score drops. However,
with so many transformations applied to four di�erent
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SST-2 Roberta-base QQP BERT-base-unc. MNLI Roberta-large IMDB Roberta-base
Tag #All #Evl RT VarS #Evl RT VarS #Evl RT VarS #Evl RT VarS

API-based 22 14 0.78 -7.86 14 0.67 -7 13 0.73 -9.23 11 0.88 -11.45
Ext. K.-based 33 19 0.47 -11 19 0.55 -6.95 19 0.55 -7.89 20 0.68 -4.45
LSTM-based 1 1 1 0 1 1.0 0 0 0.9 1 1 -1
Transf.-based 15 7 0.89 -9.57 7 0.85 -5.29 6 0.87 -7.17 1 1 -4
Multiple* 3 1 0.41 0 1 0.77 -1 1 0.54 -2 1 0.97 -5
Unclear 1 0 0 0 1 -1
N/A 24 4 1.0 -13.25 4 0.77 -8.5 4 0.75 -18.75 3 0.89 -6

Total 103 46 46 43 38

Table 17: Results of the robustness evaluation from the perspective of theAlgorithm type criterion (#All = Total number
of tags, #Evl Total number of evaluations collected, RT = Transformation rate, VarS = Score variation)

datasets, the presented robustness analysis can only
be shallow, and a separate analysis of each transfor-
mation would be needed in order to get more infor-
mative insights. Second, our superficial analysis above
relies on tags which were in many cases annotated by
hand, and some of the surprising results (e.g. meaning-
preserving are more challenging than non-meaning-
preserving transformations) may reflect a lack of con-
sistency in the annotations. We believe that assessing
the quality of the tag assignment so as to ensure a high
inter-annotator agreement will be needed for reliable
analyses in the future. Finally, the current robustness
analysis only shows that the perturbations are e�ec-
tive for detecting a possible weakness in a model; fur-
ther experiments are needed to demonstrate that the
perturbations can also help mitigating the weaknesses
they bring to light.

Dilution of Contributions While this is not our in-
tent, there is a risk in large scale collections of work like
this that individual contributions are being less appreci-
ated than releasing them as a standalone project. This
risk is a trade-o� with the advantage that it becomes
much easier to switch between di�erent transforma-
tions, which can lead to a be�er adoption of introduced
methods. To proactively give appropriate credit, each
transformation has a data card in the form of a stan-
dard README file mentioning the contributors and all
participants are listed as co-authors of this paper. We
further encourage all users of our repository to cite the
work that a specific implementation builds on, if appro-
priate. The relevant citations are listed on the respec-
tive data cards and in the description in the appendix.
In the same vein, there is a risk of NL-Augmenter as a
whole to monopolize the augmentation space due to its
large scope, leading to less usage of related work which
may cover additional transformations or filters. While
this is not our intention and we actively worked with
contributors to related repositories to integrate their
work, we encourage researchers to try other solutions
as well.

Participatory Setup Conducting research in envi-
ronments with a shared mission, a low barrier of entry,
and directly involving a�ected communities was pop-
ularized by Nekoto et al. (2020). This kind of partici-
patory work has many advantages, most notably that
it changes the typically prescriptive research workflow
toward a more inclusive one. Another advantage is that
through open science, anyone can help shape the over-
all mission and improve the end result. Following the
related BIG-bench (Srivastava et al., 2022) project, we
aimed to design NL-Augmenter in a similar spirit – by
providing the infrastructure, the participation barrier is
reduced to filling a templated interface and providing
test example. Bymaking the interface as flexible as pos-
sible, the contributions range from filters for subpopu-
lations with specific protected a�ributes to transforma-
tions via neural style transfer. Through this wide range,
we hope that researchers can apply a wider range of
augmentation and evaluations strategies to their data
and models.

6 Conclusion
In this paper, we introduced NL-Augmenter, a frame-
work for text transformations and filters with the goal
of assisting in robustness testing and data augmenta-
tion tasks. We demonstrated that through an open
participation strategy, NL-Augmenter can cover a sub-
stantially wider set of languages, tasks, transforma-
tions, and filters than existing work, without a loss of
focus. Our repository provides >117 transformations
and >23 filters that have been documented and tested.
We used these transformations to conduct robustness
evaluations of popular transformer-based models and
found that they are not robust, even to randomly (i.e.,
non-adversarially) sampled perturbations. Although
our analyses have revealed some aspects in which NL-
Augmenter can be improved, we showed how it can
be beneficial to e�orts in evaluating the robustness
of NLP models. NL-Augmenter can serve as a cru-
cial resource for data augmentation especially for low-
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resource domains and task-specific language process-
ing. We welcome future contributions to improve its
coverage of the augmentation space and to address its
current shortcomings. Investigating the e�ect onmodel
robustness with larger-scale experiments is a potential
direction for future work.

7 Organization
NL-Augmenter is an e�ort organized by researchers and
developers ranging across di�erent niches of NLP. To
acknowledge everyones contributions, we list the con-
tribution statements below for all.

Steering Commi�ee: Kaustubh Dhole, Varun Gan-
gal, Sebastian Gehrmann, Aadesh Gupta, Zhenhao Li,
Saad Mahmood, Simon Mille, Jascha Sohl-Dickstein,
Ashish Shrivastava, Samson Tan, Tongshuang Wu and
Abinaya Mahendiran make up the steering commi�ee.
Jinho Choi, Eduard Hovy & Sebastian Ruder provided
guidance and feedback. Kaustubh Dhole coordinates
and leads the NL-Augmenter e�ort. All others provide
feedback and discuss larger decisions regarding the di-
rection of NL-Augmenter and act as organizers and re-
viewers.

Repository: Kaustubh, Aadesh, Zhenhao, Tong-
shuang, Ashish, Saad, Varun & Abinaya created the
interfaces and the base repository NL-Augmenter for
participants to contribute. This was also a continua-
tion of the repository developed for creating challenge
sets (Mille et al., 2021) for GEM (Gehrmann et al., 2021).
All the other authors expanded this repository with
their implementations.

Reviewers: Kaustubh, Simon, Zhenhao, Sebastian,
Varun, Samson, Abinaya, Saad, Tongshuang, Aadesh,
Ondrej were involved in reviewing the submissions of
participants of the first phase. In the 2nd phase, all
other authors performed a cross-review, in which par-
ticipants were paired with 3 other partcipants. This was
followed by a meta review by the organizers.

Robustness Evaluation: Ashish, Tongshuang, Kaus-
tubh & Zhenhao created the evaluation engine. Simon,
Kaustubh, Saad, Abinaya & Tongshuang performed the
robustness analysis.

Website: Aadesh and Sebastian created the web-
pages for the project.

The abstract has been wri�en in English, Spanish,
Hindi, Chinese, Persian, �echua, and Indonesian.
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A Transformations
The following is the list of all accepted transformations
to NL-Augmenter. Many of the transformations tok-
enize sentences using SpaCy4 or NLTK (Bird, 2006) to-
kenizers. We discuss each implementation alongwith
their limitations. The title of each transformation sub-
section is clickable and redirects to the actual python
implementation. Many of the transformations use ex-
ternal libraries and we urge readers to look at each im-
plementation and its corresponding ‘requirements.txt‘
files.

A.1 Abbreviation Transformation
This transformation replaces a word or phrase with its
abbreviated counterpart “homework” -> “hwk” using a
web-scraped slang dictionary.5

� You ) yu driving at 80
miles per hour ) mph is why insurance is
) tis so freaking ) friggin expensive.

4https://spacy.io/
5Scraped from https://www.noslang.com/dictionary
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A.2 Add Hash-Tags
This transformation uses words in the text to gener-
ate hashtags. These hastags are then appeneded to the
original text. Using the same words appearing in the
sentence to generate the hashtags acts as redundant
noise that models should learn to ignore. Hashtags are
widespread in social media channels and are used to
draw a�ention to the source text and also as a quick
stylistic device.
� I love domino’s pizza. )

#LovePizza #Love #I #Pizza

A.3 Adjectives Antonyms Switch
This transformation switches English adjectives in a
sentencewith theirWordNet (Miller, 1998) antonyms to
generate new sentences with possibly di�erent mean-
ings and can be useful for tasks like Paraphrase Detec-
tion, Paraphrase Generation, Semantic Similarity, and
Recognizing Textual Entailment.
� Amanda’s mother was very beautiful )

ugly .

A.4 AmericanizeBritishizeEnglish
This transformation takes a sentence and tries to con-
vert it from British English to American English and
vice-versa. A select set of words have been taken
from hyperreality@GitHub.
� I love the pastel colours ) colors

A.5 AntonymsSubstitute
This transformation introduces semantic diversity
by replacing an even number of adjective/adverb
antonyms in a given text. We assume that an even num-
ber of antonyms transforms will revert back sentence
semantics; however, an odd number of transforms will
revert the semantics. Thus, our transform only applies
to the sentence that has an even number of revertible
adjectives or adverbs. We called this mechanism double
negation.
� Steve is able ) unable to recommend

movies that depicts the lives of beautiful
) ugly minds.

A.6 Auxiliary Negation Removal
This is a low-coverage transformation which targets
sentences that contain negations. It removes negations
in English auxillaries and a�empts to generate new sen-
tences with the oppposite meaning.
� Ujjal Dev Dosanjh was not ) Ujjal

Dev Dosanjh was the 1st Premier of British
Columbia from 1871 to 1872.

A.7 AzertyQwertyCharsSwap

� Preferably use the above download
link, as the release tarballs
are generated deterministically )

qre generqted deterministicqlly whereas
GitHub’s are not.

A.8 BackTranslation

This transformation translates a given English sentence
into German and back to English.This transformation
acts like a light paraphraser. Multiple variations can
be easily created via changing parameters like the lan-
guage as well as the translation models which are avail-
able in plenty. Backtranslation has been quite popular
now and has been a quick way to augment examples (Li
and Specia, 2019; Sugiyama and Yoshinaga, 2019).

� Andrew finally returned )

eventually gave Chris the French book the
French book I bought last week.

A.9 BackTranslation for Named Entity
Recognition

This transformation splits the token sequences into seg-
ments of entity mention(s) and “contexts” around the
entity mention(s). Backtranslation is used to para-
phrase the contexts around the entity mention(s), thus
resulting in a di�erent surface form from the original
token sequence. The resultant tokens are also assigned
new tags. Exploiting this transformation has shown
to empirically benefit named entity tagging (Yaseen
and Langer, 2021) and hence could arguably benefit
other low-resource tagging tasks (Bha� and Dhole,
2020; Khachatrian et al., 2019; Gupta et al., 2021).

A.10 Bu�er Fingers Perturbation

This perturbation adds noise to all types of text sources
(sentence, paragraph, etc.) proportional to noise erupt-
ing from keyboard typos making common spelling er-
rors. Few le�ers picked at random are replaced with
le�ers which are at keyboard positions near the source
le�er. The implementation has been borrowed from
here (Yorke) as used in (Mille et al., 2021). There has
also been some recent work in NoiseQA (Ravichander
et al., 2021) to mimick keyboard typos.

� Sentences ) Senhences with gapping,
such as Paul likes coffee ) coffwe and Mary
tea, lack an overt predicate to indicate
) indicatx the relation ) relauion between
two or more arguments ) argumentd .
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A.11 Bu�er Fingers Perturbation For In-
dian Languages

This implements the bu�er fingers perturbation as used
above for 7 Indian languages: Bangla, Gujarati, Hindi,
Kannada, Malayalam, Oriya, Punjabi, Tamil, and Tel-
ugu. The implementation considers the InScript key-
board 6 which is decreed as a standard for Indian
scripts.

A.12 Change Character Case

This transformation acts like a perturbation and ran-
domly swaps the casing of some of the le�ers. The
transformation’s outputs will not work with uncased
models or languages without casing.
� Alice in Wonderland is a 2010

American live- action ) actIon / animated )

anImated dark fantasy ) faNtasy adventure
film.

A.13 Change Date Format

This transformation changes the format of dates.
� The first known case of COVID-19 was

identified in Wuhan, China in December )

Dec 2019.

A.14 Change Person Named Entities

This perturbation changes the name of the person from
one name to another by making use of the lexicon of
person names in Ribeiro et al. (2020).
� Andrew ) Nathaniel finally returned

the French book to Chris that I bought
last week

A.15 Change TwoWay Named Entities

This perturbation also changes the name of the person
but also makes a parallel change in the label or refer-
ence text with the same name making it useful for text-
to-text generation tasks.
� He finally returned the French book

to Chris ) Austin that I bought last week

A.16 Chinese Antonym and Synonym
Substitution

This transformation substitutes Chinese words with
their synonyms or antonyms by using the Chinese dic-

6https://en.wikipedia.org/wiki/InScript_keyboard

tionary7 and NLP Chinese Data Augmentation dictio-
nary8.

A.17 Chinese Pinyin Bu�er Fingers Per-
turbation

This transformation implements the Bu�er Fingers Per-
turbation for Chinese characters. Few Chinese words
and characters that are picked at random will be sub-
stituted with others that have similar pinyin (based on
the default Pinyin keyboards inWindows andMac OS).
It uses a database of 16142 Chinese characters 9 and
its associated pinyins to generate the perturbations for
Chinese characters. A smaller database of 3500 10 more
frequently seen Chinese characters are also used in the
perturbations with a higher probability of being used
compared to less frequently seen Chinese characters.
It also uses a database of 575173 words 11 that are com-
bined from several sources 12 in order to generate per-
turbations for Chinese words.

A.18 Chinese Person Named Entities
and Gender Perturbation

This perturbation adds noise to all types of text sources
containing Chinese names (sentence, paragraph, etc.)
by swapping a Chinese name with another Chinese
name whilst also allowing the possibility of gender
swap. CLUENER (Xu et al., 2020; Zhao et al., 2019)
is used for tagging named entities in Chinese. The
list of names is taken from the Chinese Names Cor-
pus! (Yunfei). It can provide assistance in detecting bi-
ases present in language models and the ability to in-
fer implicit gender information when presented with
gender-specific names. This can also be useful in miti-
gating representation biases in the input text.

A.19 Chinese (Simplified & Traditional)
Perturbation

This perturbation adds noise to all types of text sources
containing Chinese words and characters (sentence,
paragraph, etc.) by changing the words and char-
acters between Simplified and Traditional Chinese as
well as other variants of Chinese Characters such
as Japanese Kanji, character-level and phrase-level
conversion, character variant conversion and regional
idioms among Mainland China, Taiwan and Hong

7Chinese Dictionary: https://github.com/guotong1988/
chinese_dictionary

8NLP Chinese Data Augmentation: https://github.com/
425776024/nlpcda

9https://github.com/pwxcoo/chinese-xinhua
10https://github.com/elephantnose/characters
11http://thuocl.thunlp.org/
12https://github.com/fighting41love/Chinese_from_

dongxiexidian

24 Northern European Journal of Language Technology

https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/butter_fingers_perturbation_for_IL
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/butter_fingers_perturbation_for_IL
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/change_char_case
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/change_date_format
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/change_person_named_entities
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/change_two_way_ne
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/chinese_antonym_synonym_substitution
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/chinese_antonym_synonym_substitution
https://en.wikipedia.org/wiki/InScript_keyboard
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/chinese_butter_fingers_perturbation
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/chinese_butter_fingers_perturbation
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/chinese_person_named_entities_gender
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/chinese_person_named_entities_gender
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/chinese_simplified_traditional_perturbation
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/transformations/chinese_simplified_traditional_perturbation
https://github.com/guotong1988/chinese_dictionary
https://github.com/guotong1988/chinese_dictionary
https://github.com/425776024/nlpcda
https://github.com/425776024/nlpcda
https://github.com/pwxcoo/chinese-xinhua
https://github.com/elephantnose/characters
http://thuocl.thunlp.org/
https://github.com/fighting41love/Chinese_from_dongxiexidian
https://github.com/fighting41love/Chinese_from_dongxiexidian


Kong, all available as configurations originally in the
OpenChineseConvert project 13.

A.20 City Names Transformation

This transformation replaces instances of populous and
well-known cities in Spanish and English sentences
with instances of less populous and less well-known
cities to help reveal demographic biases (Mishra et al.,
2020) prevelant in named entity recognition models.
The choice of cities have been taken from the World
Cities Dataset 14.
� The team was established in Dallas

) Viera West in 1898 and was a charter
member of the NFL in 1920.

A.21 Close Homophones Swap

Humans are generally guided by their senses and are
unconsciously robust against phonetic a�acks. Such
types of a�acks are highly popular in languages like En-
glish which has an irregular mapping between pronun-
ciation and spelling (Eger and Benz, 2020). This trans-
formation mimics writing behaviors where users swap
words with similar homophones either intentionally or
by accident. This transformation acts like a perturba-
tion to test robustness. Fewwords picked at random are
replaced with words with similar homophones which
sound similar or look similar. Some of the word choices
might not be completely natural to normal human be-
havior, since humans "prefer" some words over others
even they sound exactly the same. So it might not be
fully reflecting the natural distribution of intentional or
unintentional swapping of words.
� Sentences with gapping, such as

Paul likes coffee and Mary tea ) Tee ,
lack an overt predicate to indicate the )

Thee relation between two or more ) Morr
arguments.

A.22 Color Transformation

This transformation augments the input sentence by
randomly replacing mentioned colors with di�erent
ones from the 147 extended color keywords specified
by the World Wide Web Consortium (W3C) 15. Some of
the colors include “dark sea green”, “misty rose”, “burly
wood”.
� Tom bought 3 apples, 1 orange )

misty rose , and 4 bananas and paid $10.

13https://github.com/BYVoid/OpenCC
14https://www.kaggle.com/juanmah/world-cities
15https://www.w3.org/TR/2021/

REC-css-color-3-20210805/

A.23 Concatenate Two Random Sen-
tences (Bilingual)

Given a dataset, this transformation concatenates a
sentence with a previously occuring sentence as ex-
plained in (Nguyen et al., 2021). A monolingual version
is mentioned in the subsequent subsection below. This
concatenation would benefit all text tasks that use a
transformer (and likely other sequence-to-sequence ar-
chitectures). Previously published work (Nguyen et al.,
2021) has shown a large gain in performance of low-
resourcemachine translation using thismethod. In par-
ticular, the learned model is stronger due to being able
to see training data that has context diversity, length
diversity, and (to a lesser extent) position shi�ing.

A.24 Concatenate Two Random Sen-
tences (Monolingual)

This is the monolingual counterpart of the above.
� I am just generating a very very

very long sentence to make sure that the
method is able to handle it. It does
not even need to be a sentence. Right?
This is not splitting on punctuation... I
am just generating a very very very long
sentence to make sure that the method is
able to handle it. It does not even need
to be a sentence. Right? This is not
splitting on punctuation...

A.25 Concept2Sentence

This transformation intakes a sentence, its associated
integer label, and (optionally) a dataset name that
is supported by huggingface/datasets (Lhoest et al.,
2021a,b). It works by extracting keyword concepts from
the original sentence, passing them into a BART (Lewis
et al., 2020) transformer trained on CommonGen (Lin
et al., 2019) to generate a new, related sentence which
reflects the extracted concepts. Providing a dataset al-
lows the function to use transformers-interpret (Pierse,
2021) to identify the most critical concepts for use in
the generative step. Underneath the hood, this trans-
form makes use of the Sibyl tool (Harel-Canada, 2021),
which is capable of also transforming the label as well.
However, this particular implementation of C2S gen-
erates new text that is invariant (INV) with respect to
the label. Since the model is trained on CommonGen,
which is focussed on image captioning, the style of the
output sentence would be geared towards scenic des-
critions and might not necessarily adhere to the syntax
of the original sentence. Besides, it can be hard to ar-
gue that a handful subset of keywords could provide a
complete description of the original sentence.
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A.26 Contextual Meaning Perturbation
This transformation was designed to model the "Chi-
nese Whispers" or "Telephone" children’s game: The
transformed sentence appears fluent and somewhat
logical, but the meaning of the original sentence might
not be preserved. To achieve logical coherence, a pre-
trained language model is used to replace words with
alternatives that match the context of the sentence.
Grammar mistakes are reduced by limiting the type of
words considered for changes (based on POS tagging)
and replacing adjectives with adjectives, nouns with
nouns, etc. where possible.

This transformation benefits users who seek per-
turbations that preserve fluency but not the meaning
of the sentence. For instance, it can be used in sce-
narios where the meaning is relevant to the task, but
the model shows a tendency to over-rely on simpler
features such as the grammatical correctness and gen-
eral coherence of the sentence. A real-world example
would be the training of quality estimation models for
machine translation (does the translation maintain the
meaning of the source?) or for text summarisation (does
the summary capture the content of the source?).

Word substitution with pre-trained language mod-
els has been explored in di�erent se�ings. For exam-
ple, the augmentation library nlpaug (Ma, 2019) and
the adversarial a�ack library TextA�ack (Morris et al.,
2020) include contextual perturbation methods. How-
ever, their implementations do not o�er control over
the type of words that should be perturbed and intro-
duce a large number of grammar mistakes. If the aim is
to change the sentence’s meaning while preserving its
fluency, this transformation can help to get the same
e�ect with significantly fewer grammatical errors. Li
et al. (2020a) propose an alternative approach to achieve
a similar objective.

A.27 Contractions and Expansions Per-
turbation

This perturbation substitutes the text with popular ex-
pansions and contractions, e.g., “I’m” is changed to “I
am”and vice versa. The list of commonly used contrac-
tions & expansions and the implementation of pertur-
bation has been taken from Checklist (Ribeiro et al.,
2020).
� He often does n’t ) not come to

school.

A.28 Correct Common Misspellings
This transformation acts like a lightweight spell-
checker and corrects common misspellings appearing
in text by looking for words in Wikipedia’s Lists of
Common Misspellings.

� Andrew andd ) and Alice finally
returnd ) returned the French book that I
bought lastr ) last week

A.29 Country/State Abbreviation

This transformation replaces country and state names
with their common abbreviations16. Abbreviations can
be common across di�erent locations: � “MH” can
refer to Country Meath in Ireland as well as the state
of Maharashtra in India and hence this transformation
might result in a slight loss of information, especially if
the surrounding context doesn’t have enough signals.

� One health officer and one
epidemiologist have boarded the ship in
San Diego, CA ) California on April 13,
2015 to conduct an environmental health
assessment.

A.30 Decontextualisation of the main
Event

Semantic Role Labelling (SRL) is a powerful shallow se-
mantic representation to determine who did what to
whom, when, and where (and why and how etc). The
core arguments generally talk about the participants in-
volved in the event. Addtionally, contextual arguments
on the other hand provide more specific information
about the event. A�er tagging a sentence with an ap-
propriate semantic role labels using an SRL labeller (Jin-
dal et al., 2020; Shi and Lin, 2019a). This transformation
crops out contextual arguments to create a new sen-
tence with a minimal description of the event. Helping
to generate textual pairs for entailment.

A.31 Diacritic Removal

“Diacritics are marks placed above or below (or some-
times next to) a le�er in a word to indicate a particu-
lar pronunciation in regard to accent, tone, or stress
as well as meaning, especially when a homograph ex-
ists without the marked le�er or le�ers.” Merriam-
Webster. This transformation removes these diacritics
or accented characters, and replaces them with their
non-accented versions. It can be common for non-
native or inexperienced speakers to miss out on any ac-
cents and specify non-accented versions.

� She lookèd ) looked east an she
lookèd ) looked west.

16Countries States Cities Database: https://github.com/
dr5hn/countries-states-cities-database
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A.32 Disability/Di�erently Abled Trans-
formation

Disrespectful language can make people feel excluded
and represent an obstacle towards their full participa-
tion in the society (Res, 2006). This low-coverage trans-
formation substitutes outdated references to references
of disabilities with more appropriate and respectful
ones which avoid negative connotations. A small list
of inclusive words and phrases have been taken from a
public article on inclusive communication, Wikipedia’s
list of disability-related terms with negative connota-
tions, terms to avoid while writing about disability.

� They are deaf )

person or people with a
hearing disability.

A.33 Discourse Marker Substitution

This perturbation replaces a discourse marker in a sen-
tence by a semantically equivalent marker. Previous
work has identified discourse markers that have low
ambiguity (Pitler et al., 2008). This transformation uses
the corpus analysis on PDTB 2.0 (Prasad et al., 2008) to
identify discourse markers that are associated with a
discourse relation with a chance of at least 0.5. Then, a
marker is replaced with a di�erent marker that is asso-
ciated to the same semantic class.

� It has plunged 13% since )

inasmuch as July to around 26 cents a
pound. A year ago ethylene sold for 33
cents

A.34 Diverse Paraphrase GenerationUs-
ing SubModular Optimization and
Diverse Beam Search

This transformation generates multiple paraphrases of
a sentence by employing 4 candidate selection meth-
ods on top of a base set of backtranslation models. 1)
DiPS (Kumar et al., 2019) 2) Diverse Beam Search (Vi-
jayakumar et al., 2018) 3) Beam Search (Wiseman and
Rush, 2016) 4) Random. Unlike beam search which
generally focusses on the top-k candidates, DiPS in-
troduces a novel formulation of using submodular op-
timisation to focus on generating more diverse para-
phrases and has been proven to be an e�ective data
augmenter for tasks like intent recognition and para-
phrase detection (Kumar et al., 2019). Diverse Beam
Search a�empts to generate diverse sequences by em-
ploying a diversity promoting alternative to the classi-
cal beam search (Wiseman and Rush, 2016).

A.35 Dislexia Words Swap
This transformation acts like a perturbation by altering
some words of the sentences with abberations (Board,
2021) that are likely to happen in the context of
dyslexia.
� Biden hails your ) you’re

relationship with Australia just days
after new partnership drew ire from
France.

A.36 Emoji Icon Transformation
This transformation converts emojis into their equiva-

lent keyboard format (e.g., -> ":)" ) and vice versa

(e.g., ":)" -> ).

A.37 Emojify
This transformation augments the input sentence by
swapping words with emojis of similar meanings. Emo-
jis, introduced in 1997 as a set of pictograms used in
digital messaging, have become deeply integrated into
our daily communication. More than 10% of tweets17

and more than 35% of Instagram posts18 include one
or more emojis in 2015. Given the ubiquitousness of
emojis, there is a growing body of work researching the
linguistic and cultural aspects of emojis (Guntuku et al.,
2019) and howwe can leverage the use of emojis to help
solve NLP tasks (Eisner et al., 2016).
� Apple is looking at buying U.K.

startup for $132 billion. ) is at

startup for $ .

A.38 English Inflectional Variation
This transformation adds inflectional variation to En-
glish words and can be used to test the robustness of
models against inflectional variations. In English, each
inflection generally maps to a Part-Of-Speech tag 19

in the Penn Treebank (Marcus et al., 1993). For each
content word in the sentence, it is first lemmatised be-
fore randomly sampling a valid POS category and rein-
flecting the word according to the new category. The
sampling process for each word is constrained using its
POS tag to maintain the original sense for polysemous
words. This has been adapted from the Morpheus (Tan
et al., 2020) adversarial a�ack.
� Ujjal Dev Dosanjh served ) serve as

33rd Premier ) Premiers of British Columbia
from 2000 to 2001

17https://blog.twitter.com/en_us/a/2015/
emoji-usage-in-tv-conversation

18https://instagram-engineering.com/
19Penn TreeBank POS
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A.39 English Mention Replacement for
NER

This transformation randomly swaps an entity men-
tion with another entity mention of the same entity
type. Exploiting this transformation as a data augmen-
tation strategy has been empirically shown to improve
the performance of underlying (NER) models (Dai and
Adel, 2020).

A.40 Filler Word Augmentation
This augmentation adds noise in the form of collo-
quial filler phrases. 23 di�erent phrases are chosen
across 3 di�erent categories: general filler words and
phrases ("uhm", "err", "actually", "like", "you know"...),
phrases emphasizing speaker opinion/mental state ("I
think/believe/mean", "I would say"...) & phrases indicat-
ing uncertainty ("maybe", "perhaps", "probably", "possi-
bly", "most likely").The la�er two categories had shown
promising results Kovatchev et al. (2021) when they
were concatenated at the beginning of the sentence un-
like this implementation which perform insertions at
any random positions. Filler words are based on the
work of Laserna et al. (2014) but have not been explored
in the context of data augmentation.

A.41 Style Transfer from Informal to
Formal

This transformation transfers the style of text from for-
mal to informal and vice versa. It uses the implementa-
tion of Styleformer (Damodaran).
� What you upto ) currently doing ?

A.42 French Conjugation Substitution
This transformation change the conjugation of verbs for
simple french sentences with a specified tense. It de-
tects the pronouns used in the sentence in order to con-
jugate accordingly whenever a sentence contains dif-
ferents verbs. This version only works for indicative
tenses. It also only works for simple direct sentences
(subject, verb, COD/COI), which contains a pronoun as
subject (il, elle, je etc.). It does not detect when the
subject is a couple of nouns ("les enfants" or "la jeune
femme").

A.43 Gender And Culture Diversity
Name Changer (1-way and 2-way)

Corpora exhibits many representational biases and this
transformation focuses on one particular mediator, the
personal names. It diversifies names in the corpora
along two critical dimensions, gender and cultural
background. Technically, the transformation samples

a (country, gender) pair and then randomly draws a
name from that (country, gender) pair to replace the
original name. We collected 42812 distinct names from
141 countries.They are primarily from the World Gen-
der Name Dictionary (Ra�o, 2021).

Common name augmentations do not consider
their gender and cultural implication. Thus, they do
not necessarily mitigate biases or promote the minor-
ity’s representation because the augmented name may
be from the same gender and cultural background. This
is the case, for example in the CheckList’s (Ribeiro et al.,
2020) implemented name augmentation. Taking the in-
teraction of the names therein with ours, 34.0%, 33.5%,
31.9%, 30.8% of them are popular names in US, Canada,
Australia, and UK, respectively. Only 0.4%, 0.4%, 0.5%,
2.1% of them are from India, Korea, China, and Kaza-
khstan.
� Rachel ) Charity Green, a sheltered

but friendly woman, flees her wedding day
and wealthy yet unfulfilling life.

A.44 Neopronoun Substitution

This transformation performs grammatically correct
substitution from English to English of the gendered
pronouns, he/she, in a given sentence with their neo-
pronoun counterparts, based on a list compiled by UNC
Greensboro and LGBTA WIKI20. NLP models, such as
those for neuralmachine translation, o�en fail to recog-
nize the neopronouns and treat them as proper nouns.
This transformation seeks to render the training data
used in NLP pipelines more neopronoun aware to re-
duce the risk of trans-erasure. The reason why a simple
look-up-table approach might not work is due to the
fact that the case may di�er depending on the context.
� She ) They had her ) their friends

tell her ) them about the event.

A.45 Gender Neutral Rewrite

This transformation involves rewriting an English sen-
tence containing a single gendered entity with its
gender-neutral variant. One application is machine
translation, when translating from a language with
gender-neutral pronouns (e.g. Turkish) to a language
with gendered pronouns (e.g. English). This transfor-
mation is based on the algorithm proposed by Sun et al.
(2021).
� His ) Their dream is to be a fireman

) firefighter when he ) they grows ) grow
up.

20https://intercultural.uncg.edu/wp-content/
uploads/Neopronouns-Explained-UNCG-Intercultural-Engagement.
pdf
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A.46 GenderSwapper

This transformation introduces gender diversity to the
given data. If used as data augmentation for train-
ing, the transformation might mitigate gender bias, as
shown in Dinan et al. (2020). It also might be used to
create a gender-balanced evaluation dataset to expose
the gender bias of pre-trainedmodels. This transforma-
tion performs lexical substitution of the opposite gen-
der. The list of gender pairs (shepherd <–> shepherdess)
is taken from Lu et al. (2019). Genderwise names used
from Ribeiro et al. (2020) are also randomly swapped.

A.47 GeoNames Transformation

This transformation augments the input sentence
with information based on location entities (specifi-
cally cities and countries) available in the GeoNames
database21. E.g., if a country name is found, the name
of the country is appended with information about the
country like its capital city, its neighbouring countries,
its continent, etc. Some initial ideas of this nature were
explored in Pais (2019).

A.48 German Gender Swap

This transformation replaces the masculine nouns and
pronouns with their female counterparts for Ger-
man sentences from a total of 2226 common German
names.22

� Er ) Sie ist ein Arzt ) eine Ärztin
und mein Vater ) meine Mutter .

A.49 Grapheme to Phoneme Substitu-
tion

This transformation adds noise to a sentence by ran-
domly convertingwords to their phonemes. Grapheme-
to-phoneme substitution is useful in NLP systems oper-
ating on speech. An example of grapheme to phoneme
substitution is “permit”→ P ER0 M IH1 T’.

A.50 Greetings and Farewells

This transformation replaces greetings (e.g. "Hi",
"Howdy") and farewells (e.g. "See you", "Good night")
with their synonymous equivalents.

� Hey ) Hi everyone. It’s nice )

Pleased to meet you. How have ) are you
been ?

21http://download.geonames.org/export/dump/
22https://de.wiktionary.org/wiki/Verzeichnis:

Deutsch/Namen

A.51 Hashtagify

This transformation modifies an input sentence by
identifying named entities and other common words
and turning them into hashtags, as o�en used in social
media.

A.52 Insert English and French Abbrevi-
ations

This perturbation replaces in texts somewell known En-
glish and French words or expressions with (one of)
their abbreviations. Many of the abbreviations cov-
ered here are quite common on social medias platforms,
even though some of them are quite generic. This im-
plementation is partly inspired by recent work in Ma-
chine Translation (Berard et al., 2019).

A.53 Leet Transformation

Visual perturbations are o�en used to disguise o�ensive
comments on social media (e.g., !d10t) or as a distinct
writing style (1337 in leet speak) (Eger et al., 2019a), es-
pecially common in scenarios like video gaming. Hu-
mans are unconsciously robust to such visually similar
texts. This perturbation replaces le�ers with their visu-
ally similar “leet” counterparts.23

� Ujjal Dev Dosanjh served )

U7jal 0ev D0san74 serv3d as 33rd
Premier of British Columbia from )

Pr33i3r 0f 8ritis4 00lu36ia fr0m 2000 to )

t0 2001

A.54 Lexical Counterfactual Generator

This transformation generates counterfactuals by sim-
ply substituting negative words like “not”, “neither” in
one sentence of a semantically similar sentence pair.
The substituted sentence is then backtranslated in an
a�empt to correct for grammaticality. This transfor-
mation would be useful for tasks like entailment and
paraphrase detection.

A.55 Longer Location for NER

This transformation augments data for Named En-
tity Recognition (NER) tasks by augmenting examples
which have a Location Tag. Names of locations are ex-
panded by appending themwith cardinal directions like
“south”, “N”, “northwest”, etc. The transformation en-
sures that the tags of the new sentence are accordingly
modified.

23https://simple.wikipedia.org/wiki/Leet
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A.56 Longer Location Names for testing
NER

This transformation augments data for Named Entity
Recognition (NER) tasks by augmenting examples that
have a Location (LOC) Tag. Names of location are ex-
panded by inserting random prefix or postfix word(s).
The transformation also ensures that the labels of the
new tags are accordingly modified.

A.57 Longer Names for NER

This transformation augments data for Named En-
tity Recognition (NER) tasks by augmenting examples
which have a Person Tag. Names of people are ex-
panded by inserting random characters as initials. The
transformation also ensures that the labels of the new
tags are accordingly modified.

A.58 Lost in Translation

This transformation is a generalization of the Back-
Translation transformation to any sequence of lan-
guages supported by theHelsinki-NLPOpusMTmodels
(Tiedemann and Tho�ingal, 2020).

� Andrew finally returned )

brought Chris back the French book the
French book I bought last week I bought
last week

A.59 Mixed Language Perturbation

Mixed language training has been e�ective for cross-
lingual tasks (Liu et al., 2020), to help generate data for
low-resource scenarios (Liu et al., 2021) and formultilin-
gual translation (Fan et al., 2021). Two transformations
translate randomly picked words in the text from En-
glish to other languages (e.g., German). It can be used
to test the robustness of a model in a multilingual set-
ting.

� Andrew finally returned the ) die
Comic book to Chris that I bought last
week ) woche

A.60 Mix transliteration

This transformation transliterates randomly picked
words from the input sentence (of given source lan-
guae script) to a target language script. It can be
used to train/test multilingual models to improve/eval-
uate their ability to understand complete or partially
transliterated text.

A.61 MR Value Replacement
This perturbation adds noise to a key-value meaning
representation (MR) (and its corresponding sentence)
by randomly substituting values/words with their syn-
onyms (or related words). This transformation uses a
simple strategy to align values of a MR and tokens
in the corresponding sentence inspired by how syn-
onyms are substituted for tasks like machine transla-
tion (Fadaee et al., 2017). This way, there could be some
problems in complex sentences. Besides, the transfor-
mation might introduce non-grammatical segments.

A.62 Multilingual Back Translation
This transformation translates a given sentence from
a given language into a pivot language and then back
to the original language. This transformation is a sim-
ple paraphraser that works on 100 di�erent languages.
Back Translation has been quite popular now and has
been a quick way to augment (Li and Specia, 2019;
Sugiyama and Yoshinaga, 2019; Fan et al., 2020).
� Being honest ) Honesty should be one

of our most important character traits )

characteristics

A.63 Multilingual Dictionary Based
Code Switch

This transformation generates multi-lingual code-
switching data to fine-tune encoders of large language
models (Qin et al., 2020; Tan and Joty, 2021; Wang
et al., 2019b) by making use of bilingual dictionaries of
MUSE (Lample et al., 2018).

A.64 Multilingual Lexicon Perturbation
This perturbation helps to creates code-mixed sen-
tences for both high-resource and low-resource lan-
guages by randomly translating words with a speci-
fied probability from any supported languages (e.g., En-
glish) to other supported languages (e.g., Chinese) by
using a multilingual lexicon. Thus, it can be used to
generate code-mixed training data to improve models
for multilingual and cross-lingual se�ings. As of now
100 languages are supported and 3000 common English
words listed on ef.com 24 are supported. The lexicon im-
plementation is also 160x faster than its model based
counterpart.

A.65 Causal Negation & Strengthening
This transformation is targeted at augmenting Causal
Relations in text and adapts the code from the pa-

24https://www.ef.com/wwen/english-resources/
english-vocabulary/top-3000-words/
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per Causal Augmentation for Causal Sentence Clas-
sification (Tan et al., 2021a). There are two opera-
tions: 1. Causal Negation: Negative words like "not,
no, did not" are introduced into sentences to unlink the
causal relation. 2. Causal Strengthening: Causal mean-
ing is strengthened by converting weaker modal words
into stronger ones like "may" to "will" to assert causal
strength.

The implementation provides users with the option
to amend causal meaning automatically from the root
word of the sentence, or by explicitly highlighting the
index of the word they wish to amend. Additionally,
we includeWordNet (Miller, 1998) synonyms and tense
matching to allow for more natural augmentations.

� The rs7044343 polymorphism could be
) was involved in regulating the production
of IL-33.

A.66 �estion Rephrasing transforma-
tion

This implementation rephrases questions for sentence
tasks by using the T5 model used in A.75 for �estion
Answering tasks.

A.67 English Noun Compound Para-
phraser [N+N]

This transformation replaces two-word noun com-
pounds with a paraphrase, based on the compound
paraphrase dataset from SemEval 2013 Task 4 (Hen-
drickx et al., 2013). It currently only works for English.
Any two-word compound that appears in a dataset of
noun compound paraphrases will be replaced by a para-
phrase. If more than one two-word compound appears,
then all combinations of compound paraphrases (in-
cluding no paraphrase at all) will be returned. For ex-
ample, the paraphrases of “club house” include “house
for club activities”, “house for club members”, “house
in which a club meets”, etc. We start with replacing
paraphrases with the highest score (the specified fre-
quency in the annotated dataset), and paraphraseswith
the same score (ties) are sorted randomly. This trans-
formation currently only checks for noun compounds
from Hendrickx et al. (2013) and therefore has low cov-
erage. To improve it, other datasets could be added,
e.g., from Ponkiya et al. (2018) or Lauer (1995). To a�ain
evenwider-coverage (at the expense of lower precision),
machine learning approaches such as Shwartz and Da-
gan (2018) or Ponkiya et al. (2020) could be considered.
In addition, some of the the paraphrases in Hendrickx
et al. (2013) sound a li�le odd (e.g., "blood cell" -> "cell
of blood") and may not fit well in context.

A.68 Number to Word

This transformation acts like a perturbation to improve
robustness on processing numerical values. The pertur-
bated sentence contains the same information as the
initial sentence but with a di�erent representation of
numbers.

A.69 Numeric to Word

This transformation translates numbers in numeric
form to their textual representations. This includes
general numbers, long numbers, basic math characters,
currency, date, time, phone numbers, etc.

A.70 OCR Perturbation

This transformation directly induces Optical Character
Recognition (OCR) errors into the input text. It ren-
ders the input sentence as an image and recognizes the
rendered text using the OCR engine Tesseract 4 (Smith,
2007). It works with text in English, French, Span-
ish, and German. The implementation follows previous
work by Namysl et al. (2021).

A.71 Add Noun Definition

This transformation appends noun definitions onto the
original nouns in a sentence. Definitions of nouns are
collected from Wikidata 25.

A.72 Pig Latin Cipher

This transformation translates the original text into pig
latin. Pig Latin is a well-known deterministic transfor-
mation of English words, and can be viewed as a cipher
which can be deciphered by a humanwith relative ease.
The resulting sentences are completely unlike examples
typically used in language model training. As such, this
augmentation change the input into inputs which are
di�icult for a language model to interpret, while being
relatively easy for a human to interpret.

A.73 Pinyin Chinese Character Tran-
scription

This transformation transcribes Chinese characters
into their Mandarin pronunciation using the Pinyin ro-
manization scheme. The Character-to-Pinyin converter
at the core of this transformation is a neural model by
Park and Lee (2020).

25https://www.wikidata.org/wiki/Wikidata:Main_Page
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A.74 SRL Argument Exchange
This perturbation adds noise to all types of English text
sources (sentence, paragraph, etc.) proportional to the
number of arguments identified by SRL BERT (Shi and
Lin, 2019b). Di�erent rules are applied to determin-
istically modify the sentence in a meaning-preserving
manner. Rules look as follows: if ARGM-LOC and
ARGM-TMP both present, exchange them.
Example: [ARG0: Alex] [V: left] [ARG2: for
Delhi] [ARGM-COM: with his wife] [ARGM-
TMP: at 5 pm] . → Alex left for Delhi at
5 pm with his wife.
The transformation relies on propbank annota-
tions (Bonial et al., 2012; Kingsbury and Palmer, 2002;
Palmer et al., 2005; Gildea and Palmer, 2002).

A.75 ProtAugment Diverse Paraphras-
ing

This transformation utilizes the ProtAugment method
by Dopierre et al. (2021). The paraphrase generation
model is a BART model (Lewis et al., 2020), finetuned
on the paraphrase generation task using 3 datasets:
Google-PAWS (Zhang et al., 2019b), MSR (Dolan and
Brocke�, 2005), �ora26.

When parpahrasing a sentence, the transformation
useu Diverse Beam Search (Vijayakumar et al., 2016) to
generate diverse outputs. The diversity penalty term is
by default set to 0.5 but can be set to custom values.
Additionally, the transformation can use the following
generation constraints: (1) A fraction of the words in
the input sentence are forbidden in the paraphrase (de-
fault 0.7). (2) All bi-grams in the input sentence are for-
bidden in the paraphrase. This means the paraphrase
cannot contain any bi-gram that are in the input sen-
tence. This constraint enforces the paraphrase genera-
tion model to change the sentence structure.

A.76 Punctuation
This transformation removes/adds punctuation from an
English sentence. This transformation was first intro-
duced by Mille et al. (2021) and used as an example im-
plemention for NL-Augmenter.

A.77 �estion-�estion Paraphraser
for QA

This transformation creates new QA pairs by generat-
ing question paraphrases from a T5 model fine-tuned
on �ora �estion pairs 27. Generated questions can
have a very di�erent surface form from the original

26https://quoradata.quora.com/
First-Quora-Dataset-Release-Question-Pairs

27�ora�estion Pairs

question making it a strong paraphrase generator. A T5
model (Ra�el et al., 2019; Wolf et al., 2020) fine tuned 28

on the �ora �estion Pairs dataset was being used
to generate question paraphrases. This transformation
would benefit �estion Answering, �estion Genera-
tion as well as other tasks which could indirectly ben-
efit eg. for dialog tasks (Shrivastava et al., 2021; Dhole,
2020).

A.78 �estion in CAPS

This transformation upper-cases the context of a ques-
tion answering example. It also adds upper-cased ver-
sions of the original answers to the set of acceptable
model responses.

A.79 RandomWord Deletion

This transformation randomly removes a word with a
given probability p (by default 0.25). The transforma-
tion relies on whitespace tokenization and thus only
works for English and other languages that are seg-
mented via whitespace. Due to the destructive nature
of the transformation, it is likely that the meaning of a
sequence may be changed as a result of the change. A
similar transformation was suggested by Wei and Zou
(2019). Word dropout (Goldberg, 2017) has been com-
mon to help models understand unknown words en-
countered during evaluation by exposing them to this
unknown-word condition during training itself.

A.80 Random Upper-Case Transforma-
tion

This perturbation adds noise to all types of text sources
(sentence, paragraph, etc.) by randomly adding up-
per cased le�ers. With a default probably of 0.1, each
character in a sequence is upper-cased. This transfor-
mation does not rely on a tokenizer and thus works
with all languages that have upper and lower-case let-
ters. One limiation of this transformation is that it will
not a�ect a tokenizer that does lower case for all in-
put. A similar transformation was suggested by Wei
and Zou (2019). Further improvement of this transfor-
mation exists by potentially relying on extreme value
theory (Jalalzai et al., 2020).

A.81 Double Context QA

This transformation repeats the context of a question
answering example. This should not change the result
in any way.

28https://huggingface.co/ramsrigouthamg/t5_
paraphraser
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A.82 Replace Abbreviations and
Acronyms

This transformation changes abbreviations and
acronyms appearing in an English text to their ex-
panded form and respectively, changes expanded
abbreviations and acronyms appearing in a text to
their shorter form. For example, “send this file asap to
human resources” might be changed to “send this file
as soon as possible to HR”. The list of abbreviations and
acronyms used in this transformation where manually
gathered focusing on common abbreviations present
in business communications. When abbreviation are
context-dependent or highly specific, the induced
change may change the meaning of a text, or an
abbreviation may not be available in the lookup. The
transformation was first introduced by Regina et al.
(2020).

A.83 Replace Financial Amounts
This transformation replaces financial amounts
throughout a text with the same value in a di�erent
currency. The replacement changes the amount, the
writing format as well as the currency of the financial
amount. For example, the sentence “I owe Fred 20 and
I need 10 for the bus.” might be changed to “I owe Fred
2 906.37 Yen and I need 1 453.19 Yen for the bus.” The
transformation was first introduced by Regina et al.
(2020).

A.84 Replace Numerical Values
This transformation looks for numerical values in an
English text and replaces it with another random value
of the same cardinality. For example, “6.9” may be re-
placed by “4.2”, or “333” by “789”. The transformation
was first introduced by Mille et al. (2021).

A.85 Replace Spelling
This transformation adds noise to all types of English
text sources (sentence, paragraph, etc.) using corpora of
common spelling errors introduced by Deorowicz and
Ciura (2005). Each word with a common misspelling is
replaced by the version with mistake with a probability
p which by default is set to 0.2.

A.86 Replace nouns with hyponyms or
hypernyms

This transformation replaces common nounswith other
related words that are either hyponyms or hypernyms.
Hyponyms of aword aremore specific inmeaning (such
as a sub-class of the word), eg: ’spoon’ is a hyponym of
’cutlery’. Hypernyms are related words with a broader

meaning (such as a generic category /super-class of the
word), eg: ’colour’ is a hypernym of ’red’. Not every
word will have a hypernym or hyponym.

A.87 Sampled Sentence Additions

This transformation adds generated sentence to all
types of English text sources (sentence, paragraph, etc.)
by passing the input text to a GPT-2 model (Radford
et al., 2019). By default, GPT-XL is used, together with
the prompt “paraphrase:” appended to the original text,
a�er which up to 75 tokens are sampled. Since the ad-
ditional text is sampled from a model, the model may
introduce harmful language or generate text that con-
tradicts the earlier text or changes its meaning. The
idea to sample one or more additional sentences was
first introduced by Jia and Liang (2017a).

A.88 Sentence Reordering

This perturbation adds noise to all types of text sources
(paragraph, document, etc.) by randomly shu�ling the
order of sentences in the input text (Lewis et al., 2020).
Sentences are first partially decontextualized by resolv-
ing coreference (Lee et al., 2018).

This transformation is limited to input text that has
more than one sentence. There are still cases where
coreference can not be enough for decontextualization.
For example, there could be occurences of ellipsis as
demonstrated by Gangal et al. (2021) or events could
be mentioned in a narrative style which makes it di�i-
cult to perform re-ordering or shu�ling (Kočiskỳ et al.,
2018) while keeping the context of the discourse intact.

A.89 Emoji Addition for Sentiment Data

This transformation adds positive emojis and smileys to
positive sentiment data and negative emojis to negative
sentiment data. For non-labelled data, it adds neutral
smileys.

A.90 Shu�le Within Segments

In this transformation, a token sequence, for example
BIO-tagged, is split into coherent segments. Thus, each
segment corresponds to either a mention or a sequence
of out-of-mention tokens. For example, a sentence “She
did not complain of headache or any other neurological
symptoms .” with tags O O O O O B-problem O B-
problem I-problem I-problem I-problem O is split into
five segments: [She did not complain of ], [headache],
[or], [any other neurological symptoms], [.]. Then for
each segment, a binomial distribution (p=0.5) is used to
decide whether it should be shu�led. If yes, the order
of the tokens within the segment is shu�led while the
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label order is kept unchanged. This transformation is
inspired by Dai and Adel (2020).

A.91 Simple Ciphers

This transformation modifies the text in ways that a
human could rapidly decipher, but which make the in-
put sequences almost completely unlike typical input
sequences which are used during languagemodel train-
ing. This transformation includes the following text
modifications: double the characters, double the words,
add spaces between the characters, reverse all charac-
ters in the text, reverse the characters within eachword,
reverse the order of the words in the text, substitute ho-
moglyphs, rot13 cipher.

A.92 Slangificator

This transformation replaces some of the words (in par-
ticular, nouns, adjectives, and adverbs) of an English
text with their corresponding slang. The replacement
is done with the subset of the "Dictionary of English
Slang & Colloquialisms".29 The amount of replacement
is proportional to the corresponding probabilities of re-
placement (by default, 0.5 for nouns, adjectives, and ad-
verbs each).

A.93 Spanish Gender Swap

This transformation changes the gender of all animate
entities (mostly referring to people, and some animals)
in a given Spanish sentence frommasculine to feminine.
This includes masculine nouns with feminine equiva-
lents (e.g., doctor doctora), nouns with a common gen-
der (“sustantivos comunes en cuanto al género”, e.g., el
violinista la violinista), personal pronouns, and (option-
ally) given names o�en used with a given gender (e.g.,
Pedro Alicia). Epicene nouns are excluded. In addi-
tion, the gender of adjectives, determiners, pronouns
and participles are modified in order to maintain the
grammatical agreement.

A.94 Speech Disfluency Perturbation

This perturbation randomly inserts speech disfluencies
in the form of filler words into English texts. With a
given probability (0.2 by default), a speech disfluency
is inserted between words. The default disfluencies are
"um", "uh", "erm", "ah", and "er". At least one filler word
is always inserted by this transformation.

29http://www.peevish.co.uk/slang/index.htm

A.95 Paraphrasing through Style Trans-
fer

This transformation provides a range of possible styles
of writing English language. The following styles can
be chosen:

• Shakespeare - Trained on wri�en works by
Shakespeare.

• Switchboard - Trained on a collection of conver-
sational speech transcripts.

• Tweets - Trained on 5.2M English tweets.

• Bible - Trained on texts from the Bible.

• Romantic poetry - Trained on romantic poetry.

• Basic - A light, basic paraphraser with no specific
style.

The transformation follows the models and formu-
lations by Krishna et al. (2020).

A.96 Subject Object Switch
This transformation switches the subject and object of
English sentences to generate new sentences with a
very high surface similarity but very di�erent meaning.
This can be used, for example, for augmenting data for
models that assess Semantic Similarity.

A.97 Sentence Summarizaiton
This transformation compresses English sentences by
extracting subjects, verbs, and objects of the sentence.
It also retains any negations. For example, “Stillwater
is not a 2010 American live-action/animated dark fantasy
adventure film” turns into “Stillwater !is film”. Zhang
et al. (2021) used a similar idea to this transformation.

A.98 Suspecting Paraphraser for QA
This paraphraser transforms a yes/no question into
a declarative sentence with a question tag 30, which
helps to add more question specific informality to the
dataset. Example: ”Did the American National Ship-
ment company really break its own fleet?” -> ”The
American National Shipment company really broke its
own fleet, didn’t it”.

A.99 Swap Characters Perturbation
This perturbation randomly swaps two adjacent char-
acters in a sentence or a paragraph with a default prob-
ability (Zhang et al., 2019a).

30https://www.englishclub.com/grammar/
tag-questions.htm
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A.100 Synonym Insertion

This perturbation adds noise to all types of text sources
(sentence, paragraph, etc.) by randomly inserting syn-
onyms of randomly selected words excluding punctua-
tions and stopwords (Marivate and Sefara, 2020).

A.101 Synonym Substitution

This perturbation randomly substitutes some words in
an English text with their WordNet (Miller, 1998) syn-
onyms.

A.102 Syntactically Diverse Paraphras-
ing using Sow Reap models

This transformation is capable of generating multiple
syntactically diverse paraphrases for a given sentence
based on the work of Goyal and Durre� (2020). The
model paraphrases inputs using a two step framework:
1) SOW (Source Order reWriting): This step enumer-
ates multiple feasible syntactic transformations of the
input sentence. 2) REAP (REarrangement Aware Para-
phrasing): This step conditions on the multiple reorder-
ings/ rearragements produced by SOW and outputs di-
verse paraphrases corresponding to these reoderings.
The transformation is designed to work only on single-
sentence inputs. Multi-sentence inputs results in an
empty string/no transformation. The model are trained
on the ParaNMT-50M dataset (Wieting and Gimpel,
2017; Wieting et al., 2017), which can be argued to be
a bit noisy.

A.103 Subsequence Substitution for Se-
quence Tagging

This transformation performs same-label subsequence
substitution for the task of sequence tagging, which re-
places a subsequence of the input tokens with another
one that has the same sequence of tags (Shi et al., 2021).
This is done as follows: (1) Draw a subsequence A from
the input (tokens, tags) tuple. (2) Draw a subsequence
B within the whole dataset, with the same tag subse-
quence. (3) Substitute A with B in the input example.

A.104 Change English Tense

This transformation converts English sentences from
one tense to the other, for example simple present to
simple past. This transformation was introduced by Lo-
geswaran et al. (2018).

A.105 Token Replacement Based on
Lookup Tables

This transformation replaces input tokens with their
perturbed versions sampled from a given lookup table
of replacement candidates. Lookup tables containing
OCR errors and misspellings from prior work are given
as examples. Thus, by default, the transformation in-
duces plausible OCR errors and human typos to the in-
put sentence.

The transformation is an adapted and improved ver-
sion of the lookup table-based noise induction method
fromNamysl et al. (2020). TheOCR lookup table is from
Namysl et al. (2021) and the misspellings from Piktus
et al. (2019).

A.106 Transformer Fill
This perturbation replaces words based on recommen-
dations from a masked language model. The transfor-
mation can limit replacements to certain POS tags (all
enabled by default). Many previous papers have used
this technique for data augmentation (Ribeiro et al.,
2020; Li et al., 2020b, inter alia).

A.107 Underscore Trick
This perturbation adds noise to the text sources like
sentence, paragraph, etc. This transformation acts like
a perturbation to test robustness. It replaces some ran-
dom spaces with underscores (or even other selected
symbols). This perturbation would benefit all tasks
which have a sentence/paragraph/document as input
like text classification and text generation, especially on
tasks related to understanding/generating scripts.

A.108 Unit converter
This transformation converts length and weight mea-
sures to di�erent units (e.g., kilometers to miles) pick-
ing at random the new unit but converting accurately
the quantity. The transformation conserves the format
of the original quantity: "100 pounds" is converted to
"1600 ounces" but "one-hundred pounds" is converted
to "one thousand, six hundred ounces". Generated
transformations display high similarity to the source
sentences.

A.109 Urban Thesaurus Swap
This perturbation randomly picks nouns from the in-
put source to convert to related terms drawn from the
Urban Dictionary 31 resource. It can be applied to an
input text to produce semantically-similar output texts

31https://www.urbandictionary.com/
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in order to generate more robust test sets. We first se-
lect nouns at random, then query the Urban Thesaurus
website 32 to obtain a list of related terms to swap in
(Wilson et al., 2020).

A.110 Use Acronyms

This transformation changes groups of words for their
equivalent acronyms. It’s a simple substitution of
groups of words for their acronyms. It helps to in-
crease the size of the dataset as well as improving the
understanding of acronyms of models trained on data
augmented with this transformation. This transforma-
tions works to increase the data for any task that has
input texts. It is specially interesting for tasks on se-
mantic similarity, where models should be aware of the
equivalence between a set of words and their acronym.
The quality of the transformation depends on the list
of acronyms. As of now, this list was scraped from
wikipedia’s List of Acronyms 33 and naively filtered,
which leaves space for improvement .

A.111 Visual A�ack Le�er

This perturbation replaces le�ers with visually similar,
but di�erent, le�ers. Every le�er was embedded into
576-dimensions. The nearest neighbors are obtained
through cosine distance. To obtain the embeddings the
le�er was resized into a 24x24 image, then fla�ened and
scaled. This follows the Image Based Character Embed-
ding (ICES) (Eger et al., 2019a).

The top neighbors from each le�er are chosen.
Some were removed by judgment (e.g. the nearest
neighbors for ’v’ are many variations of the le�er ’y’)
which did not qualify from the image embedding (Eger
et al., 2019b).

A.112 Weekday Month Abbreviation

This transformation abbreviates or expands the names
of months and weekdays, e.g. Mon. -> Monday. Gen-
erated transformations display high similarity to the
source sentences and does not alter the meaning and
the semantic of the original texts. It does not abbrevi-
ate plural names, e.g. Sundays, and does not influence
texts without names of weekdays or months.

A.113 Whitespace Perturbation

This perturbation adds noise to text by randomly re-
moving or adding whitespaces.

32https://urbanthesaurus.org/
33https://en.wikipedia.org/wiki/Lists_of_acronyms

A.114 Context Noise for QA

This transformation chooses a set of words at random
from the context and the question and forms a sentence
out of them. The sentence is then prepended or ap-
pended to the context to create a new QA pair. The
transformation is inspired by the the AddAny method
described in Adversarial SQUAD (Jia and Liang, 2017b).
However, instead of probing the model to generate ad-
versaries, randomwords from the context and the ques-
tion are simply selected and joined together into a sen-
tence, ignoring grammaticality. The transformation at-
tempts to create novel QA pairs assuming that the in-
troduction of random words to the context is less likely
to change the answer choice to an asked question.

A.115 Writing System Replacement

This transformation replaces the writing system of the
input with another writing system. We use CJK Unified
Ideographs34 as the source of characters for the gener-
ated writing systems. The transformation would bene-
fit text classification tasks, especially in the cases where
the input writing system is undeciphered.

A.116 Yes-No�estion Perturbation

This transformation turns English non-compound
statements into yes-no questions. The generated ques-
tions can be answered by the statements that were used
to generate them. The text is le� largely unchanged
other than the fronted/modified/added auxiliaries and
be-verbs.

The transformation works by ge�ing dependency
parse and POS tags from amachine learning model and
applying human-engineered, rule-based transforma-
tions to those parses/tags. This transformation would
particularly benefit question-answering and question-
generation tasks, as well as providing surplus legal text
for language modeling andmasked language modeling.

A.117 Yoda Transformation

This perturbation modifies sentences to flip the clauses
such that it reads like "Yoda Speak". For example,
"Much to learn, you still have". This form of construc-
tion is sometimes called "XSV", where "the X being a
stand-in for whatever chunk of the sentence goes with
the verb", and appears very rarely in English normally.
The rarity of this construction in ordinary language
makes it particularly well suited for NL augmentation
and serves as a relatively easy but potentially powerful
test of robustness.

34https://en.wikipedia.org/wiki/CJK_Unified_
Ideographs
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B Filters

The following is the list of all submi�ed filters to NL-
Augmenter. Filters are used to filter data and create
subpopulations of given inputs, according to features
such as input complexity, input size, etc. Therefore,
the output of a filter is a boolean value, indicating that
whether the input meet the filter criterion. We discuss
the implementations of each filter alongwith their lim-
itations. The title of each filter subsection is clickable
and redirects to the actual python implementation.

B.1 Code-Mixing Filter

This filter identifies whether the input text is code-
mixed. It checks that there is at least one sentence in
the text where there are tokens representing at least
‘k’ unique languages (with at least a ‘threshold‘ level of
confidence that the token is of that language). It is use-
ful for collecting code-mixed data to test the model’s
performance on multilingual tasks. The filter relies on
ftlid35 for language detection, therefore, this filter
might be limited by the performance of the language
detection tool.
� (containing code-mixing) Yo estaba con Esteban

yesterday, he was telling me about lo que su esposa vio
en los Estados Unidos. )3True

B.2 Diacritics Filter

This filter checks whether any character in the sentence
has a diacritic. It can be used to create splits of the
dataset where the sentences have diacritics. Accented
characters are typically among the rarer characters and
checking the model performance on such a split might
help investigate model robustness.
� (containing diacritics) She lookèd east an she

lookèd west. )3True

B.3 Encoding Filter

This filter filters examples which contain characters
outside a given encoding. It can be used to find ex-
amples containing e.g. non-ASCII Unicode characters.
Filtering out and testing examples that contain these
characters can provide feedback on how to improve the
models accordingly, since most models are trained with
plain English text, which contains mostly ASCII charac-
ters. Sometimes non-ASCII character are even explicitly
stripped away.
� (containing non-ASCII characters) That sou-

venir sure was expensive at 60č.. or was it 60? )3True

35https://pypi.org/project/ftlid/

B.4 Englishness Filter

This filter identifies texts that contain uniquely British
spellings, vocabulary, or slang. The filter uses a vo-
cabulary of common British words/phrases and checks
the number of occurrence of British words in the given
texts. The text is selected if the number exceeds a pre-
defined threshold.
� (containing British spellings) Colour is an at-

tribute of light that is perceived by the human eye.
)3True

B.5 Gender Bias Filter

This filter filters a text corpus to measure gender fair-
ness with respect to a female gender representation.
It supports four languages (i.e. English, French, Pol-
ish and Russian) and can be used to define whether
the female gender is su�iciently represented in a tested
subset of sentences. The filter uses a list of lexicals,
which includes filter categories such as personal pro-
nouns, words defining the relation, titles and names,
corresponding to the female and male genders accord-
ingly.

� (texts with unbalanced representation) "He
went home", "He drives a car", "She has returned"
)3True

B.6 Group Inequity Filter

This is a bilingual filter (for English and French lan-
guages), which helps to discover potential group in-
equity issues in the text corpus. It is a topic agnostic
filter which accepts user-defined parameters, consist-
ing of keywords inherent to minor group (which po-
tentially might su�er from the discrimination), major
group, minor factor and major factor. The filter first
flags the sentences as belonging to the minor, and the
major groups, and then, the sentences from each of the
groups are used to define the intersectionwith both fac-
tors. The filter then compares whether the percentage
of major factors exceeds that of the minor factors to
determine if the sentences have group inequity issues.

� (containing group inequity issues) "He is a doc-
tor", "She is a nurse", "She works at the hospital" )3True

B.7 Keyword Filter

This is a simple filter, which filters examples based on a
pre-defined set of keywords. It can be useful in creating
splits for a specific domain.

� (containing keyword "at") Andrew played
cricket in India )3True
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B.8 Language Filter
This filter selects texts that match any of a given set
of ISO 639-1 language codes (the default language be-
ing English). Language matching is performed using
a pre-trained langid.py model instance. The model
provides normalized confidence scores. A minimum
threshold score needs to be set, and all sentences with
confidence scores above this threshold are accepted by
the filter.
� (is English texts) Mein Lu�kissenfahrzeug ist

voller Aale )7False

B.9 Length Filter
This filter filters data with the input text length match-
ing a specified threshold. It can be useful in creating
data with di�erent length distributions.
� (containing more than 3 words) Andrew played

cricket in India )3True

B.10 Named-entity-count Filter
This filter filters data where the number of Named En-
tities in the input match a specified threshold (based on
the supported conditions).
� (containing more than 1 named entity) No-

vak Djokovic is the greatest tennis player of all time.
)3True

B.11 Numeric Filter
This filter filters example which contain a numeric
value. In the tasks like textual entailment, question an-
swering etc., a quantity (number) could directly a�ect
the final label/response. This filter can be used to create
splits to measure the performance separately on texts
containing numeric values.
� (containing numbers in texts) John bought a car

worth dollar twenty five thousand . )3True

B.12 Oscillatory Hallucinations Filter
This filter is designed to operate in text generation sys-
tems’ outputs, with the purpose of extracting oscilla-
tory hallucinations. Oscillatory hallucinations are one
class of hallucinations characterized by repeating bi-
gram structure in the output(Raunak et al., 2021). Typ-
ically, these behaviors are observed in models trained
on noisy corpora. The filter counts the frequency of bi-
grams in both source and target texts, and compare the
frequency di�erence with a pre-set threshold to deter-
mine whether the texts includes oscillatory hallucina-
tions.
� (containing hallucinations in target texts)

Source: "Community, European Parliament common

regional policy, Mediterranean region", Target: "Ar-
beitsbedingungen, berufliche Bildung, berufliche Bil-
dung, berufliche Bildung" )3True

B.13 Polarity Filter

This filter filters a transformed text if it does not re-
tain the same polarity as an original text. This filter
helps not to distort training data during augmentation
for sentiment analysis-related tasks. While generating
new data for a sentiment analysis task, it is important
to make sure that generated data is labelled correctly.
� (texts retaining polarity) "Hotel is terrible", "Ho-

tel is great" )7False

B.14 �antitative�estion Filter

This is a simple rule-based filter that can be used to
identify quantitative questions. It can help to analyse
models’ performance on questions which require nu-
merical understanding. It is also useful to study possi-
ble biases in question generation.
� (being quantitative question) How long does the

journey take? )3True

B.15 �estion type filter

This filter helps identify the question category of a
question answering example based on the question
word or the named entity type of the answer. Knowl-
edge of the question type can help in the development
of question answering systems (Parikh et al., 2019) as
well as for assessing performance on individual splits.
� (being where question) Where is Delhi located

? )3True

B.16 Repetitions Filter

This filter finds texts with repetitions with simple
heuristic rules. It might be helpful in finding repetitions
that frequently occur in the spoken language data.
� (containing repetitions in texts) I I want to sleep

)3True

B.17 Phonetic Match Filter

This filter selects texts that contain matching entries to
a list of supplied keywords. It first transform the in-
put sentence and the keywords into phonetic units and
then compare whether the two phonetic unit sets have
overlap.
� (containing homophones of keyword "trom-

bone") I le� my trombno on the train )3True
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B.18 Special Casing Filter
This filter checks if the input sentence has a special cas-
ing, i.e. the string is either all lowercased, all upper-
cased or has title casing. It might be useful for creating
splits that contain texts with unusual casing, e.g. mis-
spellings.
� (text being uppercased/lowercased/titlecased)

let’s go to chipotle )3True

B.19 Speech-Tag Filter
This filter filters an example text based on a set of
speech tags and identifies whether the count of selected
POS tags meet the pre-defined conditions (e.g. above
the threshold).
� (containing 1 verb and 2 numbers in texts) It

all happened between November 2007 and November
2008. )3True

B.20 Token-Amount filter
This filter filters an example text based on whether cer-
tain keywords are present in a specified amount.
� (containing 2 occurences of "in") Andrew played

cricket in a soccer stadium in India at 9pm )3True

B.21 Toxicity Filter
This filter filters an example text which has a toxicity
value matching a particular threshold. It uses a pre-
trained toxicity detector, which can provide 7 toxicity
scores. All the 7 types of toxicity scores can be used as
criteria for the filtering.
� (text being toxic) I disagree. It is not supposed

to work that way. )7False

B.22 Universal Bias Filter
This filter works the sameway as theGender Bias Filter,
but measures balance of representation for more cate-
gories (religion, race, ethnicity, gender, sexual orienta-
tion, age, appearance, disability, experience, education,
economic status). The lexical seeds representing these
categories are currently available in English only, how-
ever the pool of languages can be extended by a simple
addition of the lexical seeds in a desired language to the
lexicals.json file.
� (texts being biased) "He is going to make a

cake.", "She is going to program", "Nobody likes washing
dishes", "She agreed to help him" )7False

B.23 Yes/no question filter
This filter allows to select questions that can be cor-
rectly answered with either ’yes’ or ’no’. Since it is rule-

based, the limitation of this filter is that questions that
are ambiguous might not be recognized.
� (text being yes/no question) Wasn’t she angry

when you told her about the accident? )3True

C Review criteria for submission
evaluation

Figure 3 shows the review criteria used for evaluating
the transformation and filters submissions.

39 Northern European Journal of Language Technology

https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/filters/special_casing
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/filters/speech_tag
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/filters/token_amount
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/filters/toxicity
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/filters/universal_bias
https://github.com/GEM-benchmark/NL-Augmenter/tree/main/nlaugmenter/filters/yesno_question


Figure 3: Participants and reviewers were provided with a set of review criteria.
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Abstract Emotions, which are responses to salient events, can be realised in text implicitly, for instance with mere references to
facts (e.g., “That was the beginning of a long war”). Interpreting emotions thus relies on the readers’ background knowledge, but
that is hardly modeled in computational emotion analysis. Much work in the field is focused on the word level and treats individual
lexical units as the fundamental emotion cues in written communication. We shift our attention to the event knowledge they evoke.
We leverage frame semantics, a prominent theory for the description of event meanings, and show it is well-suited for the study
of emotions: frames build on a “semantics of understanding” whose assumptions rely precisely on people’s world knowledge. Our
overarching question is if the events that are represented by frames possess an emotion dimension. We hypothesise that they do,
and that such a dimension can be distinguished qualitatively for different groups of frames.
To carry out a large corpus-based correspondence analysis, we automatically annotate texts with emotions as well as with FrameNet
frames and roles, and we analyse the correlations between them. Our main finding is that substantial groups of frames have
an emotional import. With an extensive qualitative analysis, we show that they capture several properties of emotions that are
purported by theories from psychology. These observations contribute to advancing the two strands of research that we combine:
emotion analysis can profit from the event-based perspective of frame semantics; in return, frame semantics gains a better grip of
its position vis-à-vis emotions, an integral part of word meanings.

1 Introduction

Human life is interwoven with emotions. They echo in
our brain, body, behaviors, and attract for this reason a
diverse range of disciplines (Barrett et al., 2016, Part I).
Psychology, among others, has entered a century-long
endeavor to explain how emotions arise, with appraisal
theories (Smith and Ellsworth, 1985, i.a.) providing a
viewpoint that is widely accepted today: emotions are
responses to (internal or external) events, specifically to
circumstances evaluated as salient by their experiencers
(Scarantino, 2016). Understanding how humans evalu-
ate events is thus fundamental to discuss this affective
phenomenon, and appraisal theories offer many fertile
insights on the matter. They spell out, for instance,
some human reactions to events, like neurophysiolog-
ical changes, motor expressions and motivational ten-
dencies (Scherer, 1989). From the perspective of an ob-
server, these hint at what other people feel: the blush-
ing on one’s cheeks might reveal an episode of shame,
the raising of a brow could indicate disappointment.

∗ The work was carried out while the first author was affiliated
with IMS, University of Stuttgart, Germany.

Emotions also pervade the sphere of verbal com-
munication, where an observer infers the mental state
of others by interpreting their utterances. Decoding
emotions from words is key to successful communica-
tion, since emotions represent an important aspect of
the meaning that speakers and writers intend to con-
vey (Scheff, 1973). This is the idea that fuels (com-
putational) emotion analysis in natural language pro-
cessing (Canales and Martı́nez-Barco, 2014), a research
field geared towards the creation of systems that sense
emotions like humans do. Emotion analysis mainly ap-
proaches its task as text classification. It models the im-
port of verbal expressions either as discrete categories,
like anger and joy, or through scalar features such as
valence and arousal (Nandwani and Verma, 2021). A
central challenge in this regard is that emotions are
expressed in language in a myriad of ways. At times
they emerge explicitly, with words that point to an emo-
tion state by definition (e.g., “I’m happy”). Other times,
however, emotions can be expressed without unequiv-
ocal cues, mental states or evaluative attitudes: writ-
ers can describe a stimulus event (e.g., “my granddad
died”, “my team won the match”, which likely spark sad-
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ness and joy), or their reaction to it (e.g., “I cried”, “I
smiled”), trusting that the correct emotional interpre-
tation of their production will be drawn by the readers
via pragmatic inference (Grice, 1975).

How can emotions be associated with such factual
statements? Psychology explains the link via empa-
thy and affective role taking (Mehrabian and Epstein,
1972; Eisenberg and Miller, 1987; Omdahl, 1995), and
natural language processing connects emotion decod-
ing more directly to world knowledge. Its starting point
is that words possess specific connotations in the col-
lective imagination (Clore et al., 1987) – e.g., die: sad-
ness, win: joy, ghost : fear. Accordingly, it stores such
connotations as dictionaries of word-to-emotion asso-
ciations (Strapparava and Valitutti, 2004; Mohammad
and Turney, 2013).

Word-level dictionaries leverage the assumption
that individual words are the crucial, emotion-revealing
linguistic units. This view is practically useful, but it
neglects an important point, namely the impact of the
context in which words occur, and thus the paradig-
matic and syntagmatic information that allow people
to infer emotion meanings. For instance, the surround-
ing verbal context of “boiling” helps disambiguate if this
predicate refers to a heat reaction with a nonemotional
tone (“the water is boiling”) or to an emotional turmoil
(“she is boiling with anger”). Much work in emotion
analysis disregards this type of background knowledge.
Approaches that embed emotion meanings into latent
vector spaces (Felbo et al., 2017; Li et al., 2017, i.a.) cap-
ture contextual information, but they are less transpar-
ent to investigation than lexical methods.

In this article, we consider frame semantics (Fill-
more, 1982) as a source of lexical abstractions that is ap-
propriate for specifying emotions in a dictionary. Frame
semantics proposes a formalism (viz., frames) and a
practical resource (Berkeley FrameNet, (Baker et al.,
1998)) to describe linguistic meanings with a combi-
nation of predicates (i.e., frames) and arguments. This
“semantics of understanding” or U-semantics (Fillmore,
1985) explains the difference in meaning between “the
water is boiling” and “she was boiling with anger” in
terms of reference to two different frames that are
evoked by the sentences, respectively. This frame-
level disambiguation arguably makes use of knowledge
about how the world is organised that is necessary to
recognise which of the two sentences is emotional. It
also suggests that frames bear a potential value for
studies in emotion analysis, even though they are usu-
ally dismissed in the computational study of emotions.

We believe that there are many affinities between
emotions and frames. Not only does FrameNet dedicate
multiple frames to emotions (e.g., emotion directed
and emotion of mental activity), but it pays attention
to events, similar to appraisal theories. Figure 1 il-

Appraisal Theories

Frame Semantics

Event Evaluation Emotion

Event Properties Frame

my team won the first prize WIN_PRIZE

• Who

• What

• When

• How

• …

Figure 1: A comparison between the two fields we tap
on. Frame semantics studies texts by focusing on events
and their characteristics. Appraisal theories, interested
in how emotions emerge in humans, also start from the
consideration of events; they pay further attention to
how event characteristics, as evaluated by individuals,
lead to specific emotion reactions.

lustrates this point: frame semantics focuses on ab-
stractions of real-life situations (frames) determined
by the structural properties of an event portrayed in
text; appraisal theories study emotions as responses
to events, whose properties are evaluated by the event
participants. The primacy of events in both domains
implies that verbal descriptions of emotion-triggering
events (e.g., “my team won”) can be represented by
frames. Other emotion expressions can report (frame-
evoking) events as well, from the assessment of the
stimuli (“that’s great”), to the occurrence of affective ex-
periences and related reactions (“I’m happy”, “I’m all
steamed up!”).

Based on this parallel between the two blocks in
Figure 1, this article investigates the relationship be-
tween frames and emotions. As a first step, we refrain
from analysing different emotions, and concentrate our
attention on emotionality1, i.e., whether a text has an
emotion content, irrespective of what it is. We ask: are
FrameNet frames associated with emotionality? Our
expectation is that emotionality represents an integral
part of more frames than those indicated in FrameNet
as emotion-related ones. By borrowing the definition
of emotional experiences from appraisal theories (i.e.,
emotions as processes engaging events, event evalua-
tions, personal reactions), and assuming that all such

1We will use “emotion” and “emotionality” interchangeably.
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diagnostic features can be communicated via language
(e.g., events: “my team won the match”, evaluations: “vic-
tory was well deserved”, reactions: “I’m happy”, “I’m all
steamed up!”), one can conjecture that many frames
that are apparently affect-less correspond in fact to the
conceptualization of some emotion components. Veri-
fying our conjecture is relevant from two complemen-
tary perspectives. For researchers in emotion analysis,
we put FrameNet up to scrutiny as a suitable tool to
tackle the emotional import of sentences. This could
provide insights into the linguistic level at which an
affective meaning comes to actualise (e.g., in the rela-
tion between words rather than words in isolation), and
guide the field towards better automatic text interpreta-
tions. For frame semanticists, on the other hand, we in-
spect whether emotions are an underlying component
of the meaning of frames.

At the methodological level, we avoid making as-
sumptions as to which frames are emotional, but ex-
ploit an automatic procedure to identify them at scale.
We start from a large unlabelled corpus of contem-
porary American English, on which we add two inde-
pendent layers of automatic annotation, to label sen-
tences both with binary emotion categories and the
frames that they evoke. Then, by investigating the
mutual information between the two, we provide ev-
idence that emotionality is an important aspect of
frames (by association, not by definition). Besides
frames with no emotional import (e.g., storing) and
frames that are associated with some degree of emo-
tion (e.g., cure), FrameNet includes a substantial group
of strongly emotional frames. Among these are in-
stances evoked by unambiguously emotional predicates
(e.g., emotion directed, fear), and others expressing
strongly emotionally loaded events (e.g., dying), bol-
stering our perspective on the affective dimension of
language as described by appraisal theories. As a con-
crete result of our analysis, we release a resource2 with
frames-to-emotion associations that can be employed
in alternative to typical word-to-emotion lexicons.

The paper starts with an overview of relevant
fields. Section 2 introduces emotions, with a focus on
how they are studied in text, and Section 3 describes
FrameNet, in relation to emotions and the task of se-
mantic role labelling. Section 4 presents the experimen-
tal setting used to address our research question. Our
main contribution is presented in Section 5, which also
elaborates on a possible grouping of the FrameNet emo-
tion vocabulary with a qualitative analysis grounded in
appraisal theories, followed by an extensive discussion
of its implications in Section 6. We conclude with a
summary of the present work and indicate viable ven-
tures for future research.

2Available at http://www.ims.uni-stuttgart.de/data/

FrameEmotionalityMapping.

2 Emotion in Language

Emotions in Psychology. The body of psychologi-
cal literature on emotions is extensive and controver-
sial. The field has long established that these states
can be investigated systematically (cf. Dixon, 2012, p.
338), but it has reached little consensus on the details,
specifically concerning what emotions are, and whether
(and which) can be considered cross-cultural universals.
Several theories focus indeed on diverse sets of emo-
tions, motivated by specific views on their evolution-
ary relevance (Ekman, 1992; Plutchik, 2001), or on their
underlying dimensions (Russell and Mehrabian, 1977).
Ultimately, however, different research lines agree on
one point. There exists a handful of “diagnostic fea-
tures” which indicate that an emotion is taking place
(Scarantino, 2016): typically, a starting cause is there
(e.g., an event happens); it is evaluated by its experi-
encers; and it sparks in them some concrete effects, like
changes in their voice and posture.

To organise these observations, appraisal theories
study emotions in terms of sets of evaluations (Moors
et al., 2013; Scherer, 1984). When a stimulus presents
itself to an individual, it is evaluated (i.e., appraised)
in relation to the individual’s goals, beliefs and desires.
For this reason, an appraisal corresponds to specific ef-
fects – if I win the competition, I might smile and feel a
pleasant sensation because winning supports my well-
being; my opponent likely does not have the same re-
action. Such effects involve various subsystems, all of
which are engaged in an emotion process together with
the cognitive appraisal. They consist of a neurophysi-
ological component (i.e., bodily symptoms, like heart
beating faster), a motor component (i.e., facial and vo-
cal expressions), a motivational component (i.e., action
dispositions), and a subjective feeling component (e.g.,
winning the competition feels good) (Scherer, 2005).

From psychological research, we retain the idea that
an emotion episode involves at least three aspects that
can mirror in language: emotion stimuli (i.e., what hap-
pens), evaluations (how that is assessed in the light,
e.g., of who initiates or is affected by the stimulus), and
reactions (e.g., bodily manifestations of emotions).

Emotions in Linguistics. Since emotions are not a
primarily linguistic phenomenon, they have remained
outside the scope of much work in theoretical linguis-
tics (Kiefer, 1988). Searle’s pragmatic framework (1976),
for instance, touches upon expressive acts that convey
feelings and attitudes, but it lumps emotions together
with multiple other aspects of social interaction.

A more direct account of this phenomenon is given
by Martin and White (2003). Tapping into the frame-
work of Systemic Functional Linguistics, they anal-
yse emotion expressions in language, and conclude
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that evaluations play a central role. Such evalua-
tions emerge from descriptions of qualities of entities,
through modal adjuncts that reflect the position of
writers towards an event (e.g., “sadly, …”), through com-
munication of behavioural processes (e.g., “he smiled at
him”), as well as mental (e.g., “he liked him”) and rela-
tional ones (e.g., “he felt angry at him”). Hence, theories
of appraisal, both in psychology and in language, con-
verge on the consideration of embodied manifestations
of emotions – either in real life or through language.

Emotions in NLP. The examples above illustrate the
data of interest for computational emotion analysis,
whose chief task is to classify emotions from text.
Works in the field face the choice of following one psy-
chological theory. The selection is usually based on
both the textual domain under consideration, as well as
its match to the emotions documented by the consid-
ered theory. Some opt for dimensional models. Accord-
ingly, they map linguistic data into a continuous space
(Preoţiuc-Pietro et al., 2016; Yu et al., 2016; Buechel and
Hahn, 2017), like the space comprising the dimensions
of valence, arousal and dominance (Russell and Mehra-
bian, 1977). Others rely on discrete emotion models
(e.g., Ekman, 1992; Plutchik, 2001). They associate text
to categories like anger, disgust, sadness, either at the
sentence-level (Felbo et al., 2017; Li et al., 2017; Schuff
et al., 2017) or at the word-level (Mohammad and Tur-
ney, 2013; Strapparava and Valitutti, 2004). The lat-
ter strand of research leverages the idea that part of
a language vocabulary can be described in terms of its
emotional meaning (Clore et al., 1987; Hobbs and Gor-
don, 2011) in order to create affect-oriented lexicons,
i.e., resources that formalise the link between emotions
and a specific language (Buechel et al., 2020; Chen and
Skiena, 2014), encompassing words with an emotion de-
notation (e.g., the noun joy) as well as words with an
emotion connotation (e.g., party→joy).

Only a few works have brought psychological con-
cepts to bear on NLP on a more fundamental level than
the acquisition of sets of labels that should be looked
for in text (Balahur and Tanev, 2016; Shaikh et al., 2009;
Udochukwu and He, 2015, i.a.), and they have rarely
relied on a concept of emotions as processes involv-
ing complex evaluations (exceptions are Hofmann et al.,
2020; Stranisci et al., 2022; Troiano et al., 2023).

Our work differs from previous studies in emotion
analysis (Abdul-Mageed and Ungar, 2017; Felbo et al.,
2017; Demszky et al., 2020, e.g.,) in various respects.
We study emotionality instead of a fine-grained set of
emotions; we analyse if the emotion information is con-
tained in a well-established resource for semantic role
labelling; and we bring together for the first time in the
field a theory of emotions (appraisals) with a theory of
semantics (frames).

3 Frame Semantics

FrameNet. The theory of frame semantics funda-
mentally assumes that utterances are understood via
frames (Fillmore, 1982). A frame represents a situa-
tion fragment that serves to match a word (or a group
thereof) to the bundle of knowledge it presupposes
(Ruppenhofer et al., 2016). For instance, the term “aban-
don” evokes a conceptual category instantiated by dif-
ferent events (e.g., leaving a membership group, or
metaphorically, quitting a bad habit) which comprise
a series of participants (e.g., the group being left, the
person dropping out of it). The corresponding frame,
abandonment, binds together these bits of knowledge.

For English, the Berkeley FrameNet project (Baker
et al., 1998) has been curating the lexical resource
FrameNet. It provides an inventory of predicates (lexi-
cal units), roles (arguments), and frames. Its latest re-
lease (FrameNet 1.7) counts over 13k lexical units and
1.2k frames, which connect to one another via specific
frame-to-frame (f2f) relations such as inheritance, sub-
frame, or using (Fillmore et al., 2004).

An example for the frame abandonment from the
database3 is in Table 1. abandonment can be evoked by
verbs (boldfaced in the example sentences (1), (2) and
(3)) but also by other lexical units such as adjectives and
nouns. It has the roles of agent and theme representing
the “frame elements” that participate in the situation,
where the former expresses the entity leaving the lat-
ter. Moreover, this frame links to intentionally affect
via an inheritance relation. That is, it inherits proper-
ties from this broader conceptual class, and can thus
be considered a specific kind of intentionally affect
situations.

Frame Identification and Emotion Analysis. In
addition to the frame database, FrameNet comprises
sentence annotations, like the examples (1), (2), and (3)
in Table 1. Such annotations have been used for se-
mantic role labelling (srl), a task aimed at identifying
and labelling the semantic roles that the arguments of
a predicate (operationalised as word spans) fill with re-
spect to the event expressed by the predicate (Gildea
and Jurafsky, 2002; Màrquez et al., 2008). The specific
set of roles depends on the adopted model. Other than
FrameNet, PropBank (Palmer et al., 2005) and Abstract
Meaning Representation (Banarescu et al., 2013) are
commonly used options.

A number of such systems for FrameNet-based srl
have been made available as off-the-shelf tools. Among
them are the role labeller that leverages sentence and
discourse context by Roth and Lapata (2015), the prob-
abilistic models of Das et al. (2010) which use latent

3Frame definitions can be found at:
https://framenet.icsi.berkeley.edu/fndrupal/

frameIndex.
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Frame: Abandonment

Definition An Agent leaves behind a Theme effectively rendering it no longer within their control or of the
normal security as one’s property.

Lexical Units abandon.v, abandoned.a, abandonment.n, forget.v, leave.v

Elements Agent, Theme

F2F relations Inherits from: intentionally affect

Example
Sentences

(1) Perhaps [ he Agent] left [ the key Theme] in the ignition.

(2) [ She Agent] left [ her old ways Theme] behind.

(3) Abandonment [ of a child Theme] is considered to be a serious crime in many jurisdictions.

Table 1: Example of a FrameNet frame. In the three example sentences, boldfaced words are frame-evoking predicates,
bracketed words are arguments.

variables of lexical-semantic features to facilitate frame
predictions for unknown predicates, and the labeller
of Swayamdipta et al. (2017) that detects FrameNet
frames and frame-elements.

Frame-based semantic parsers have proven useful
in applications like text-to-scene generation (Coyne
et al., 2012) and question answering (Shen and Lapata,
2007). Yet, they have never been fully leveraged to ad-
dress emotions. For example, Ghazi et al. (2015) anno-
tated 820 FrameNet sentences with emotions, but these
were sampled based on their link to only one emotional
frame (i.e., emotion directed). On the other hand, the
research line in emotion analysis centered on semantic
roles (Mohammad et al., 2014; Oberländer and Klinger,
2020; Oberländer et al., 2020) identifies the portions of
texts corresponding to emotion causes, emotion hold-
ers, and eventually, the targets towards which an emo-
tion is directed, but it disregards frames.

Being the first study that links frame semantics and
emotion analysis, we concentrate on frames and leave
roles aside. These have an important function which
we use implicitly as means that help identify frames in
context. For example, they provide a cue that the con-
ceptual situation evoked by, e.g., the predicate “treats”
in “the doctor treats the patient with aspirin” can be dis-
tinguished from that in “the bully treats the student with
disdain”, but we leave the specific analysis of the rela-
tionship between roles and emotions for future work.

Emotions in FrameNet. Frames appear to be a valu-
able formalism to study emotions because FrameNet
has an affective core: a small part of the database is os-
tentatiously concerned with emotions (e.g., fear), and
some of the others can be traced back to a relevant emo-

tion frame through the relations present in the database
– for instance, fleeing can be related to the fear frame
via the use relation (Ruppenhofer, 2018). Past research
has indeed provided qualitative evidence of the emo-
tional quality of various frames (Ruppenhofer et al.,
2016), but it has done so by focusing on a limited and
pre-defined vocabulary of items. In fact, the exact set
belonging to the emotion domain is not spelled out,
partly because FrameNet is a database under constant
development, and partly because emotional meanings
are only one type of the world knowledge inferences
that can be made from frames – representing all of them
would be unfeasible for the FrameNet curators. Our ap-
proach can identify them automatically and at large.

In his manual analysis of the emotion domain in
FrameNet, Ruppenhofer (2018) discusses the criteria
that guided the allocation of lexical units under spe-
cific frames. Some of them are the constraint that the
lexical units in a frame should accept the same types
and number of syntactic dependents, and the idea that
specific frames are differentiated by the role of sub-
ject/object that is filled in by an emotion participant
(experiencer subj/experiencer obj). According to such
criteria, words that indicate different emotions can fall
within the same group of predicates. Conversely, words
with the same lexical root are allowed to be part of dif-
ferent frames (e.g., the verb “anger” belongs to experi-
ence obj together with the verb “please”, but the ad-
jective angry does not). There is in this sense a cru-
cial difference between a dictionary-based approach to
emotion analysis and a frame semantics one: The lat-
ter organises emotion words by reflecting similarities
between their linguistic realisations, more than to ac-
count for their glossary characterisation.
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While we employ frames as a way of grouping
words, one could opt for other semantic word organ-
isations to study the affective dimension of meaning.
For example, WordNet (Fellbaum, 1998) arranges words
into a large network of relations potentially useful for
our goal. However, FrameNet has an important advan-
tage over other lexical databases. Its construction prin-
ciple is not focused on words per se but on the frames
that these evoke, as (interrelated) classes of events
(Baker and Fellbaum, 2009). This allows to capture the
emotional closeness between words that might be far
apart in regards to their grammatical classes and mean-
ing (e.g., the noun “pleasure” and the verb “abhor”), but
which belong to the same event class in FrameNet (e.g.,
both “pleasure” and “abhor” are lexical units of experi-
encer focused emotion).

4 Methods

Our goal is to study (a) to what extent (i.e., quanti-
tatively) the emotionality of texts is mirrored in the
frames that the texts evoke; (b) if there is a qualitative
difference between the emotionality that frames carry;
and whether (c) these aspect can help in starting a dis-
cussion of emotions in FrameNet. FrameNet contains
a narrow emotion nucleus, but for most of the frames
their ’emotionality status’ (whether or not the situation
is emotional) is not specified. This constitutes the core
of our investigation.

Accessing data with the two types of information
that we need is not straightforward. No resource for
emotion analysis is labelled with frame semantics in-
formation, except for the dataset by Ghazi et al. (2015),
which is limited in size and only includes emotion-
bearing texts. Likewise, corpora for frame-semantic
parsing do not contain emotion annotations – at least,
not for the vast majority of frames. As a solution, we de-
vise a method that combines the use of neural technolo-
gies and prior knowledge about language as contained
in FrameNet: we correlate the categorical variable of
emotionality (obtained through an emotion classifier)
with that of frame membership (grasped by a frame
identification tool).

We use this correlation to find categories of frames
(inherently emotional, inherently nonemotional, and
others) and to explain their belonging to one category
or another in quantitative terms. Focussing on the
emotional frames, we conduct a qualitative discussion
based on Scherer’s theory (1984), which explains emo-
tions as processes involving the subsystems of an or-
ganism (cognitive, motivational, motor, etc.), and has a
theoretical counterpart in linguistics.4

4There exist also other appraisal-based theories, like the OCC
model (Ortony et al., 1988) which describes the eliciting conditions
of emotions (i.e., consequences of events, agents’ actions and as-

Data. We base our study on an unlabelled corpus, the
2020 version of COCA5 (Davies, 2015), which is much
larger than any existing resource for emotion analy-
sis.6 Its texts were collected from 1990 to 2020 in dif-
ferent domains, namely blogs, magazines, newspapers,
academic texts, spoken interactions, fiction, TV and
movie subtitles, and webpages. Except for academic
texts, which have an arguably impartial language, we
consider all other domains, split their paragraphs into
sentences, exclude sentences containing words that are
masked for copyright reasons and those with less than
3 tokens (tokenization performed with the python li-
brary nltk7). The preprocessed data that we use com-
prises ∼44M sentences and ∼536M tokens.

Bridging Data-driven Learning and Semantic Re-

sources. To obtain frames and emotion information,
we bypass the use of human annotation which would
be prohibitively expensive. We resort instead to an
automatic procedure, adopting a two-step methodol-
ogy illustrated in Figure 2. First, texts are associated
with emotion labels (through an emotion classifier) and
frames (via a tool for frame identification); second, we
carry out a corpus-based correlation analysis where the
association between the two annotation sides is quan-
tified and interpreted.

Because this approach exposes us to the risk of mis-
takes made by the emotion classifier and the frame
identifier, we adopt experimental design strategies that
boost the robustness of our empirical observations.8

One is to employ a corpus with a considerable num-
ber of datapoints, which showcase a variety of linguistic
realizations of emotions, and evoke frames across both
emotion-bearing and nonemotional expressions. Sec-
ond, we carry out the emotion annotation with clas-
sifiers learnt on multigenre data, a strategy that pro-
motes the generalization ability of emotion detection
models (Tafreshi and Diab, 2018); for frame labelling,
we use an artificial neural network-based technology
that has shown to generalise well over unseen sen-
tences and predicates (Swayamdipta et al., 2017). Third,
we evaluate the emotion classifier against a manually-
annotated sample of our texts as an additional check of

pects of objects), how these are appraised along binary criteria (e.g.,
desirability–undesirability), and how specific evaluations cause emo-
tions deterministically (e.g., if a condition holds, a certain reaction
follows). Yet, the OCC model does not fit our goal. It sees emotions as
descriptive structures of prototypical situations, and its binary evalu-
ations, which are purely conceptual constructs, have little to do with
the linguistic expression of events. By contrast, the tool that we use
for event representation, frame semantics, is primarily linguistic and
might not match the conceptual considerations of the OCC.

5https://www.english-corpora.org/coca/
6An overview of existing resources in computational emotion

analysis can be found in Bostan and Klinger (2018).
7https://www.nltk.org
8We discuss the limitations of our approach in Appendix A.
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Figure 2: Our two-step experimental setting. Corpus Labelling: automatic annotation of sentences extracted from the
corpus of contemporary American English with emotions and frames, separately, with the emotion classifier being eval-
uated on a subset of the corpus previously annotated by human judges, and the tool for frame identification evaluated
on a subset of MASC as out-of-domain data. Analysis: the two strands of annotations are brought together via PMI, to
first score and then explain the association between frames and emotionality.

its reliability, and we do the same for the frame identi-
fier using out-of-domain data. Lastly, we conduct sta-
tistical analyses to limit the role of chance in positing
frame-emotion associations, and we explain them qual-
itatively as a safeguard of the quality of our findings.

We now proceed to describe the individual compo-
nents shown in Figure 2.

4.1 Corpus Labelling

As a first step, we label texts with emotion- and frame-
related information. The systems used here are trained
separately on different corpora. It is thus necessary to
assess their domain independence and get insight into
how well they apply to COCA.

Emotion Classification. We start by gathering var-
ious resources for emotion analysis that span textual
domains similar to those in COCA, from webpages
to literary texts: GoEmotion (Demszky et al., 2020),
Grounded-Emotions (Liu et al., 2007), EmoInt (Mo-
hammad and Bravo-Marquez, 2017), TEC (Mohammad,
2012), SSEC (Schuff et al., 2017), enISEAR (Troiano et al.,
2019), ISEAR (Scherer and Wallbott, 1997), Tales (Alm
et al., 2005), DailyDialogs (Li et al., 2017), and Emotion-
Stimulus (Ghazi et al., 2015). These datasets feature di-
verse emotion schemata; we make them consistent to
our binary setup by mapping their original labels into
the nonemotional and emotional classes, depending on
whether a text was marked as having no emotion, or
as having one out of a rich set of alternatives (e.g., joy,
fear, disgust, hope, surprise, guilt).

Instead of extracting our test set from this data, we
use a portion of COCA. Made available by Troiano et al.
(2021), the sample contains 700 texts labelled at the sen-
tence level by three in-lab raters.9 They are balanced

9https://www.ims.uni-stuttgart.de/data/

emotion-confidence

across the domains that we consider, and their anno-
tation encompasses the same binary categories of our
concern. The nonemotional label corresponds to the ab-
sence of any emotion content, the emotional class rep-
resents sentences that display either of two qualities:
(1) having an emotion as a central component of their
meaning, thanks to the presence of an emotion word
(as in “I am so happy to see you”) or the description of
an internal state of an entity (“And there she was, des-
perate for her family”); (2) describing an event, a con-
cept or a state of affairs to which the annotators would
personally associate an emotion (“She was being pretty
arrogant to me”, “I saw my best friend”). The annota-
tors were tasked to judge the texts by giving their own
emotion reaction, and not to try and reconstruct that
of the text authors. Thus, they were allowed to asso-
ciate similar events to different labels. For instance, the
passing away of an unknown entity could be linked to
a nonemotional judgment, while that of a person res-
onating with their own experience (e.g., the mention of
a pet) could receive the opposite label.

Next, we train multiple models on the concatena-
tion of the selected (training) resources: we fine-tune
BERT (Devlin et al., 2019) models10, adding a classifica-
tion layer that outputs the labels emotion or nonemo-
tional. Different models are obtained by varying the
data on which they learn the classification task: the
rationale is to identify a subset of training resources
that yields a classifier capable of reliably judging out-
of-domain data (i.e., COCA). Hence, we evaluate each
model on the manually annotated COCA sample, with
the majority vote determining the ground truth.11 We

10https://huggingface.co/docs/transformers/
11Associating the 700 sentences to the majority vote resulted in

474 emotional and 226 nonemotional data points. Cohen’s 𝜅 (1960)
agreement between this ground truth and the three annotators was
.6, .8, .6, respectively. The annotators’ decisions were unanimous for
304 emotional and 88 nonemotional instances.
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Frame Id

P R F1

FrameNet 1.7 .85 .85 .85
MASC .78 .78 .78

Table 2: Evaluation of the frame identifier provided by
Swayamdipta et al. (2017) against FrameNet data and
MASC frame-annotated data.

pick the model that performs best on this test set to an-
notate the rest of the corpus. It reaches a performance
of .67 F1 score12) Details on model selection are in Ap-
pendix B.

Frame Identifier. Models and corpora for semantic
role labelling are scarcer than emotion-centered ones.
Here, we require a system which, given a sentence,
identifies the set of FrameNet frames that are evoked
by each of the predicates, as well as the correspond-
ing predicate arguments. To this end, we use open-
SESAME13. Developed by Swayamdipta et al. (2017), it
is a freely available interpreter for srlwith state-of-the-
art performance, based on segmental recurrent neu-
ral networks (Kong et al., 2016). We re-train the pro-
vided implementation14 using the sentences from the
FrameNet release 1.7 (7340 for training, 387 for dev, and
2420 for testing).

We evaluate it on the FrameNet test set as in-
domain data, as well as on external data. For that,
we use 695 sentences (516 of which are frame-evoking)
coming from MASC15 (Ide et al., 2010), a subset of the
Open American National Corpus that provides useful
annotations for frame identification. MASC’s texts in-
clude emails, essays, fiction, spoken transcripts, and
hence, using it as a benchmark illustrates how the
frame identifier performs on linguistic expressions sim-
ilar to those found in COCA.

Precision, recall, and micro-averaged F1 for this
frame identification task (Frame Id) are reported across
both test sets in Table 2. We obtain these results using
the script by Swayamdipta et al. (2017) on the full-text
FrameNet annotation. When moving to out-of-domain
data, we see a drop in performance (from F1=.85 to
F1=.78), which might be partially due to an increase in

12This performance is not state of the art in emotion classification.
However, systems for emotion detection that work well on existing la-
belled resources might not perform equally well on COCA. We varied
the model architecture and noticed that a model that achieved bet-
ter results on in-domain data suffered from major performance loss
when evaluated on the manually-annotated subsample of COCA. See
Appendix B for a discussion of these classification results.

13https://github.com/Noahs-ARK/open-sesame
14Training hyperparameters as in Swayamdipta et al. (2017).
15Downloadable at: https://www.anc.org/MASC/download/

MASC-1.0.3.tgz

the sentence length (avg. for the FrameNet test = 16.5
tokens, for the MASC test = 23.4 tokens) and in the av-
erage number of frames per sentence (2.8 for FrameNet,
6.5 for MASC). Still, we take these numbers to be suf-
ficiently high that the frame identification system can
be used to proceed with the annotation.

4.2 Analysis: Investigating Emotionality

in Frames

Once COCA is labelled with emotionality and frames,
we can finally proceed to our research question: are
FrameNet frames associated with emotionality? Esti-
mating the degree of this association requires an ap-
propriate alignment strategy, as the labels we obtained
differ in granularity: emotions refer to entire sentences,
while the output of the frame parser relates to tokens.
We choose the most straightforward alignment strat-
egy: considering each frame in a sentence as having a
separate and full-fledged alignment with the sentence-
level emotionality label. This choice is a simplifica-
tion, because the frame parser could identify multi-
ple frames for an input sentence, and emotionality
might be attributed to their inter-relation rather than
their individual contribution. However, this is a trans-
parent approach, comparable to related work such as
aspect-based summarization in sentiment analysis (Hu
and Liu, 2004), where multiple aspects identified at the
sub-sentence level are grouped under the same sen-
timent label. The literature offers various weighting
schemes to refine such alignments, but not all weight-
ing schemes work equally well for all tasks (Buckley,
1993; Pekar et al., 2004; Ushio et al., 2021).

To identify patterns of frames occurring with emo-
tionality status (emotional/nonemotional), we com-
pute pointwise mutual information (PMI) (Church and
Hanks, 1990). This information-theoretic measure
quantifies the dependence between the values that two
discrete random variables can take, and accounts for
their chance co-occurrence. More specifically, PMI
compares the probability of observing two variables to-
gether, against that of observing them independently,
or by chance. In our case, the variables are the output
labels of the automatic annotation procedure from the
corpus labelling step. For each pair (f, e) consisting of
a frame and an emotionality label, we estimate PMI as
the number of times that such frame and emotionality
label co-occur in the entire corpus, divided by the prod-
uct of their individual frequencies. Formally, for each f
and e, we compute

PMI(f;e) = log2
p(e, f)
p(e)p(f)

= log2
p(e | f)
p(e)

.

As already mentioned, the number of extracted pairs
(frame f, emotionality e) varies from sentence to sen-
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Emotional Nonemotional

Sent. with frames 19.717.813 16.092.214
Sent. w/o frames 4.194.783 2.141.299
Number of frames 75.889.290 57.517.465

Table 3: Outcome of Corpus Labelling: number of sen-
tences associated with the emotion and nonemotional
labels, both with frames and evoking no frames, and
number of frames.

tence, depending on whether one or many frames are
evoked.

PMI does not have predefined bounds. Positive val-
ues indicate that a frame and an emotion connotation
are semantically associated: they appear together more
than one could expect by considering the two events
independently. A PMI=0 indicates that there is no de-
pendency between the two variables (i.e., emotionality
and frames). Lastly, negative values indicate that f co-
occurs with the considered e with less than chance ex-
pectancy and therefore is associated more with the op-
posite emotion label.

5 Emotionality-Frame

Associations

The processing steps described in Section 4.1 result
in two independent layers of annotation for the same
texts, for which Table 3 shows statistics: the emo-
tion classification module results in ≈23M sentences la-
belled as emotional and ≈18M as nonemotional. From
this total, ≈6M sentences (i.e., ≈4M emotional and≈2M
nonemotional, row “Sents. w/o Frames”) are not asso-
ciated with any frame by the frame identifier. In our
analysis, we do not consider these frameless sentences,
which typically consist of short texts like “That’s what it
was” and “-No, it’s not a guy”. For all others (row “Sents.
with Frames”), the role labeller identified 133M frames,
specifically in the 76M emotional sentences and 57M in
the nonemotional counterparts, with an average of 3.7
frames per sentence.

Given these numbers, we focus on the 758 unique
frames which appear at least 50 times in either textual
domain of COCA and analyse the PMI between those
and emotionality16, as reported in Figure 3. One might
argue that emotionality, when expressed in language,

16In this binary classification setup, the distributions given
by PMI(f; emotional) and PMI(f; nonemotional) are essentially
symmetric: Frames which are positively correlated to one label
are negatively correlated to the other. E.g., the frame moral-
ity evaluation illustrated in Figure 3: PMI(f; emotional)=.44, while
PMI(f; nonemotional)=-.8. For this reason, we only report the emo-
tional distribution.
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Figure 3: Histogram of PMI(f;emotional). Dashed lines:
beginning of the second, third and fourth quartiles.

falls on a spectrum. Different frames can convey vary-
ing degrees of emotion, depending on factors such as
context, cultural nuances, and more. But to navigate
and discern patterns within this continuum, we lever-
age the simplifying assumption that frames comprise:
a predominantly emotional vocabulary (larger than the
one openly designated as emotional in FrameNet); vice
versa, a set of frames that count as nonemotional;
frames that can be either emotional or not, whose sta-
tus is determined by the context in which they appear –
they basically mirror words that dictionary-based emo-
tion models in computational emotion analysis asso-
ciate with different emotions (e.g., “abundance” in the
lexicon of Mohammad and Turney (2013) is mapped to
anticipation, disgust, joy, and trust).

We need to find lists of frames belonging to these
three groups in order to evaluate our assumption. The
distribution of PMI values in Figure 3 does not natu-
rally provide such a tripartition. We could define it in
many ways, for instance using PMI=0 to decide on what
counts as emotional and what not. However, we adopt
the quartiles of the PMI distribution because they rep-
resent a good balance between the precision and re-
call of our findings: as opposed to a binary separa-
tion, they shield us from considering as emotional some
frames with a minimally positive PMI (due, e.g., to bias
in the data or mistakes of either automatic labeller);
compared to more restrictive cuts (e.g., taking the top
10% of frames as emotional), they facilitate our analysis
of what frames other than those already known to be
emotional are so.17

17We rely on the thresholds for a structured and clear analysis. This
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Hence, we consider the top quartile of the distribu-
tion (PMI≥.24) to correspond to frames that are con-
sistently emotional across various contexts, as it identi-
fies the highest 25% of PMI values positively associated
with the label emotional. Frames in the bottom quartile
(PMI≤-.16) will henceforth be treated as nonemotional.
Both the emotional and nonemotional quartiles encom-
pass 190 frames.

All other frames fall within the second and third
quartiles of the distribution: the fact that the PMI val-
ues in Figure 3 are approximately normally distributed
around 0 does not indicate the absence of a correlation
between emotions and frames; it rather tells us that
a large group of items are neither strongly associated
with nonemotionality nor with emotionality. These 378
frames will be referred to as contextually determined for
reasons discussed in Section 5.3.

In the following subsections, we characterise
the emotional, nonemotional, and contextually-
determined frames, validating the findings of the PMI
procedure with a detailed qualitative analysis.

5.1 Emotional Frames

The procedure from the previous subsection has pro-
vided us with a set of frames which are purportedly
emotional. In order to better understand how PMI val-
ues relate to the emotional aspects of frames, we ask
two questions: (a), how do PMI values vary within
frames? (b), how can we characterise emotional frames
– can we find a clustering that is coherent according to
both qualitative and quantitative criteria?

5.1.1 PMI Values across Lexical Units

In order for the notion of an “emotional frame” to have
substance, we need to show that emotionality is not
just the result of a small number of frequent, highly
emotional lexical units in the frame, but that rather (al-
most) all of the frame’s lexical units are emotional.

To assess whether this is the case, we compute the
PMI between the label emotional and the lexical units
of the 35 most emotional frames. We observe indeed
that the frames’ PMI values remain consistent across
units, with minor variations. Examples are “frightened”,
“afraid” and “terror”, having a PMI score of .86, .85 and
.81, all close to the .86 of the corresponding frame fear.

heuristic may appear as predefining the three groups ad-hoc. But our
goal is not to propose a conclusive categorization of frames in three
classes that we assumed to find. Instead, we aim at understanding
what brings together frames fallen under one category (see following
sections). The sizeable presence of contextually-determined frames,
for example, could be dismissed as an influence of the textual genre
in which they appear. Our inquiry asks: Is there anything else that
makes them more emotionally variable than the others? Future work
could explore, e.g., clustering methods that provide a categorization
of frames without the quartile-based division.

This tendency holds mainly for the units of frames
overtly defined in terms of emotions (like fear with
a standard deviation across lexical units of .03), but
also for others, like the adjectives “sickening” and “trou-
bling” which have a statistical association to emotion-
ality comparable to that of stimulus focus, that they
evoke (.70, .68 and .68, respectively; standard devia-
tion across all units of the frame: .28), as well as “fi-
asco” (PMI= .65) and “ruin” (.69), headed by bungling
(PMI=.66, standard deviation: .31). Exceptions are lexi-
cal units that appear to have little subjective connota-
tion. For example, for stimulus focus, the noun “relax-
ation”, which has a less prominent evaluative undertone
than the above-mentioned adjectives, deviates notice-
ably from the frame’s PMI (.31). These numbers show
that emotional frames display a fair degree of internal
consistency concerning their emotionality.

5.1.2 Characterising Emotional Frames

Figure 4 (a) illustrates the 35 highest PMI-valued frames
– some COCA sentences in which they appear are
shown in Table 4. This small subset hints already at
the diversity of the 190 emotional frames, which cap-
ture situations ranging from circumstances of inter-
personal communication (e.g., opinion, reveal secret,
warning) to actions (e.g., run risk), from internal mo-
tives (e.g., willingness, renunciation) to social circum-
stances (e.g., hostile encounter, prevarication). A
handful of these frames, like fear or emotion active,
has a clear emotional quality. They are treated in
FrameNet itself as such. However, for almost all of them
(e.g., fairness evaluation), an emotion content is more
opaque and warrants investigation.

This diversity suggests that we need to corroborate
the emotionality of the instances in the top quartile of
the PMI distribution. We do that by conducting a quali-
tative analysis to define a few frame clusters that share
emotion-related characteristics, followed by a quanti-
tative discussion to validate our findings.

Qualitative Evidence. We build upon a discussion
of the emotion vocabulary initiated by Ruppenhofer
(2018). Its core idea is that it is instructive to “exam-
ine to what extent the notions FrameNet uses for its
analysis do match ones found in psychological theo-
ries” (p. 96), as a way of relating the experts’ under-
standing of emotions (formalised in theories and defi-
nitions) to the folk’s understanding of their experiences
(captured, e.g., by FrameNet), and linking psychological
views on emotions to linguistic analyses.

We put this view into practice by manually clus-
tering the 190 frames into different groups that map
either to the emotion vocabulary in FrameNet, or to
theoretically-motivated emotion properties. The clus-
ters are:
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(a) Emotion-related frames (b) Nonemotional frames
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(c) Contextually-determined frames
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Figure 4: (a) The 35 frames with the highest PMI values in the emotional distribution, in comparison to the frames with
the lowest values (b) and in-between these two extremes (c). See Table 4, 10 and 11 for example sentences in which
these frames are evoked.
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Frame Text

Judgment direct address Oh, thank God, thank God you’re not mad at me for pushing you that day.
Emotions by stimulus So glad we’re friends .
Disgraceful situation This is outright, outrageous, disgraceful, disgusting.
Reassuring He spoke with a dentist’s tone of calm reassurance.
Cause emotion The whole thing was quite pathetic, really, and insulting to boot.
Experiencer obj I am surprised the judges bought it.
Communication noise For the first week I cried.
Stimulus focus The silence of the candidates is amazing.
Luck Fortunately, adventure found him in college.
Protest He marched, he organized, he protested, he was gassed, he was beaten, he

was jailed.
Contrition Blinking furiously, looking furiously guilty, Jimmy Lowe says, “All’s I did –

Ziggefoos cuts him off.”
Fairness evaluation To the guy who is whining about how this would be so unfair if it were applied

to any other social or racial group ….. God, get over yourself.
Emotion directed And – and she just made you happy.

Table 4: Examples of emotional frames with sentences in which they appear.

Mean St.dev

Overtly Emotional .68 .15
Emotion Stimuli .42 .14
Appraisal-based .43 .15
Incidentally Emotional .32 .07

All Emotional Frames .43 .16

Table 5: PMI mean and standard deviations over lexical
units within each cluster and across all 190 emotional
frames.

Overtly
Emotional

Emotion
Stimuli

Appraisal-based Incidentally
Emotional

0.3

0.4

0.5

0.6

0.7

0.8

0.9

PM
I

Figure 5: PMI values for each cluster.

(1) Overtly Emotional frames;

(2) frames that express events or concepts that might
cause an emotion (i.e., Emotion Stimuli);

(3) Appraisal-based frames, which capture diag-
nostic features of emotions (e.g., emotion man-
ifestations) or cognitive evaluations of situations
(i.e., the factor that appraisal theories see as fun-
damental for an emotion to occur).

(4) Incidentally Emotional – the remaining frames
in the top quartile which cannot be given a
straightforward interpretation in terms of the
first three clusters.

The list of frames classified as either cluster is given
below in Tables 6 through 9. We will show that frames
in each group share a common affect-laden ground, de-
spite their variety. Before we dive into a qualitative
analysis, however, we inspect some quantitative evi-
dence.

Quantitative Evidence. While the guiding principle
of our annotation is theoretically driven, the frames’
membership in either cluster is our empirical deci-
sion. Actually, some items could fit into multiple clus-
ters: hit or miss and attempt, which have to do with
the goals and concerns of an experiencer (much in
an appraisal-oriented fashion), could also be arranged
among the Emotion Stimuli; desirability, that we an-
notated as (1), expresses a positive stance towards a cir-
cumstance and could belong to (3). Indeed, there is a
large number of frames from separate clusters that are
directly related to one another (e.g., a using relation
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holds between misdeed, which we placed in the Emo-
tion Stimuli, and morality evaluation).

Therefore, we look for quantitative validation of our
annotation: Table 5 contains mean and standard de-
viation for each cluster across lexical units (cf. Sec-
tion 5.1.1), and Figure 5 reports the per-cluster distri-
bution of PMI values. Both corroborate the observa-
tion that items from cluster (1), Overtly Emotional, are
clearly separate from the others, and cover the highest
PMI values overall. This is likely due to directly emo-
tional frames being less prone to be contextualized in
text in a nonemotional manner, because they inherently
signify emotion concepts. By contrast, frames in clus-
ter (2), Emotion Stimuli, have the potential to elicit an
emotional response but can be more easily contextu-
alised without an emotional tone. For example, fear, in
(1), denotes an emotion concept, while death, in (2), ar-
guably has an emotional connotation that could or could
not be manifest in text. We perform a Mann Whitney
U test between pairs of groups, as a way of controlling
if the difference between the PMI values of the corre-
sponding frames is statistically significant. This is (par-
tially) the case: p-value < .05 for each pairwise compar-
ison, except for the difference between clusters (2) and
(3). Considering the conceptual overlap of these two
categories18, as well as the fact that their distinction
does not reflect linguistic or semantic properties but
constructs from psychology, we take this outcome as a
confirmation of our initial assumption: some frames are
straightforwardly emotional, while the emotionality of
many others can be made sense of thanks to appraisal-
grounded concepts.

5.1.3 Four Clusters of Emotional Frames

We now discuss the outcome of our manual classifica-
tion in more detail, and visualise how it identifies co-
herent clusters in FrameNet.19

Overtly Emotional. This cluster encompasses 17
frames that are direct children of the node emotions
(or children of its children), and can thus be considered
to have an emotional status in FrameNet. Examples
are judgment, emotion directed and stimulus focus,
feeling and contritionwhich express the internal state
caused by an emotion episode. The whole list of mem-
bers is in Table 6, together with the definition of this

18Cluster (3) includes qualities of stimulus events (e.g., opportu-
nity) and following reactions (agree or refuse to act), which can
also be considered as events themselves.

19For simplicity, Figure 6, 7 and 7 include only frames among the
100 with the highest positive emotional associations and do not show
relations between all frames. Note that the grey nodes are not among
the top 100 frames. They are illustrated to reproduce the FrameNet
structure and account for how the frames under consideration (text
in black) relate to one another through relations (represented by the
coloured arrows, each corresponding to a specific type of relation).

group that we used as a guideline for the task. Figure 6
illustrates them. Circled grey frames are frames, such
as emotions, that are not part of the cluster but are nec-
essary to connect the individual frames. 20 The figure
demonstrates how our PMI-based analysis aligns with
the FrameNet database and in particular the frame-to-
frame relations. The fact that these frames form an al-
most connected component in FrameNet corroborates
the intrinsic emotionality of its affective vocabulary.

Emotion Stimuli. 72 frames express emotion-
inducing circumstances. They are shown in Table 7 and
visualised in Figure 7. The frame event is included in
the visualisation despite belonging to the Incidentally
Emotional cluster, because it delineates a generic
super-category from which all other specific events
branch out.

Recall that in the view of appraisal theories, events
are causes of emotions: they make emotions different
from other affective states, such as mood, which are
more independent from the environment. Our second
group of frames captures precisely this notion. It com-
prises items that revolve around emotion-stimulating
circumstances, like rotting and destroying, and there-
fore, can account for the emotionality assigned to texts
that convey an affective content via purely factual de-
scriptions. In this light, this cluster is also close to the
idea underlying emotion lexicons, namely, that some
words evoke mental representations that have a pro-
totypical affective substrate, somewhat established in
the collective knowledge.

For some of them, an emotional attachment
might result weak at first glance, but it is clari-
fied by looking at the texts in which they appear.
Make compromise, for instance, is typically evoked by
sentences that bring up people sacrificing self prin-
ciples; cause to fragment is evoked by texts depict-
ing an entity being “broken” (e.g., being hurt by a
breakup). There are also instances that do not indicate
events strictly speaking, but kin concepts. Two exam-
ples are violence and hospitality, recognised by the
frame identifier in sentences that manifest appreciation
for conviviality.

Appraisal-based Frames. The third cluster of 76
frames is reported in Table 8, some of which are dis-
played in Figure 8. This cluster formalises implicitly
emotional cases like Emotion Stimuli, but it captures
either properties of events, as evaluated emotion expe-
riencers, or other emotion components that manifest in
the experiencers’ reactions. Similar to events, these are
given a prominent role by appraisal theories: the emo-
tion mechanism involves an experiencer who assesses

20Emotions has only a single lexical unit, the noun emotion, which
is generally used to refer to, rather than express, emotions.
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Definition These frames are direct children of the node emotions. They must be its immediate derivation, or a
derivation of one of its children nodes.

Frames 1. emotions by stimulus, 3. judgment direct address, 4. just found out, 5. fear, 8. emo-
tion active, 11. experiencer obj, 13. experiencer focus, 15. contrition, 19. stimulus focus, 22.
mental stimulus stimulus focus, 28. emotion directed, 32. judgment, 34. feeling, 36. desirability,
40. aesthetics, 92. predicament, 94. desiring

Table 6: Overtly Emotional frames. Each frame is numbered according to its PMI rank.

EMOTIONS

1. EMOTIONS_BY_STIMULUS

28. EMOTIONS_DIRECTED

32. JUDGMENT 34. FEELING

3. JUDGMENT_DIRECT_ADDRESS

JUDGMENT_COMMUNICATION 8. EMOTION_ACTIVE

11. EXPERIENCER_OBJECT

15. CONTRITION19. STIMULUS_FOCUS

Inheritance
Perspective on
Using

Relations Legend

13. EXPERIENCER_FOCUS

36. DESIRABILITY 94. DESIRING

See also

EMOTIONS_OF_MENTAL_ACTIVITY

22. MENTAL_STIMULUS_STIMULUS_FOCUS

4. JUST_FOUND_OUT

EMOTIONS_BY_POSSIBILITY

5. FEAR

92. PREDICAMENT

Causative of
Precedes

40. AESTHETICS

Figure 6: Emotional frames (text in black), which are children of the node Emotions, corresponding to Table 6.

Definition These frames express circumstances that can cause an emotion.
Frames 7. reassuring, 10. cause emotion, 12. rewards and punishments, 16. sentencing, 17.

cause to start, 21. bungling, 25. protest, 31. rotting, 39. killing, 41. beat opponent, 42. fir-
ing, 43. destroying, 45. terrorism, 46. daring, 47. verdict, 48. finish competition, 50. offenses,
55. death, 56. recovery, 57. suasion, 60. kidnapping, 62. cause to experience, 66. cause harm,
67. revenge, 69. catastrophe, 70. misdeed, 71. arrest, 72. prevent or allow possession, 75. im-
prisonment, 80. accomplishment, 81. violence, 83. successful action, 84. render nonfunctional,
87. unemployment rate, 88. warning, 89. forging, 90. renunciation, 93. assistance, 100. enter-
ing of plea, 101. rebellion, 106. attack, 107. repel, 108. hostile encounter, 110. endangering, 111.
cause to fragment, 113. rescuing, 116. prevarication, 119. subversion, 121. resolve problem, 122.
experience bodily harm, 124. arson, 129. medical conditions, 134. examination, 138. infecting, 143.
run risk, 152. endeavor failure, 153. invading, 155. theft, 158. hospitality, 159. quarreling, 162.
medical intervention, 163. bearing arms, 166. reveal secret, 169. escaping, 172. damaging, 173.
prison, 174. make compromise, 177. trial, 178. committing crime, 180. surviving, 183. surrender-
ing, 186. execution

Table 7: Emotional frames annotated as Emotion Stimuli. Each frame is numbered according to its PMI rank.

the circumstance and engages in a series of changes –
i.e., subjective feelings, neurophysiological, motor and
motivational alterations.

Frames concerning evaluations are, e.g., satisfying
and fairness evaluation. The latter frame, whose link

to emotions seemed hazy at first, now appears as an
emotional exemplar in its own right: the notion of as-
sessment that it brings into play is central to the elicita-
tion of emotions. In this group are also items that qual-
ify events as endangering for the organism (e.g., dif-

Northern European Journal of Language Technology



31. ROTTING

INTENTIONALLY_AFFECT

10. CAUSE_EMOTION

INTENTIONALLY_ACT

21. BUNGLING

25. PROTEST

42. FIRING

46. DARING

71. ARREST

INHIBIT_MOVEMENT

75. IMPRISONMENT

EVENT

COMMUNICATION

7. REASSURING

16. SENTENCING

CRIMINAL_PROCESS
TELLING

57. SUASION

88. WARNING

LEGAL_RULING

47. VERDICT

12. REWARDS_AND_PUNISHMENTS

67. REVENGE

EVENTIVE_AFFECTING

69. CATASTROPHE

CAUSATION

17. CAUSE_TO_START

70. MISDEEDCOMMITTING_CRIME

60. KIDNAPPING
50. OFFENSES

PREVENTING_OR_LETTING

72. PREVENT_OR_ALLOW_POSSESSION

183. SURRENDERING

STATEMENT

OBJECTIVE _INFLUENCE

TRANSITIVE_ACTION

39. KILLING

43. DESTROYING

84. RENDER_NONFUNCTIONAL

55. DEATH

CAUSE_BODILY_EXPERIENCE

66. CAUSE_HARM

45. TERRORISM81. VIOLENCE

56. RECOVERY

138. INFECTING

MEDICAL_CONDITIONS

Figure 7: Emotional frames (text in black), deriving from the node Events and expressing factual Emotion Stimuli,
extracted from Table 7. The arrow legend is in Figure 6.

ficulty, risky situation), or as fostering its well-being
(e.g., luck, wealthiness).

Some of these frames recall the criteria that individ-
uals use to evaluate an environment. In the appraisal
framework, they are described with a finite number of
dimensions (Scherer et al., 2010). One is the coher-
ence of the event with the personal ideals of the ex-
periencer and with societal norms. Frames like fair-
ness evaluation and morality evaluation convey pre-
cisely this type of evaluation. Similarly, grasp reflects
the criterion by which events are appraised in rela-
tion to their implications – e.g., Are they relevant to
the experiencer’s goals? Can their consequences be es-
timated? It is indeed evoked by textual chunks that
involve a cognizer who acquires knowledge about the
significance of a given phenomenon and becomes in-
formed to make predictions about it. Events can also be

evaluated for the degree to which the experiencers are
certain about what is going on (e.g., How well does the
experiencer understand what is happening in the emo-
tional situation? (Smith and Ellsworth, 1985)), which is
echoed by the frame certainty, and with respect to the
urgency of a reaction (required event).

Focusing on such evaluation criteria, appraisal the-
ories claim that specific assessments of events lead to
specific emotion experiences. For instance, a lack of cer-
tainty likely results in an episode of fear or hope (Smith
and Ellsworth, 1985). To an extent, this is accounted
for by the relations between frames. Certainty, as an
example, is inherited by the node trust. Therefore,
FrameNet relations seem to explain the affective charge
of some of these frames that do not stem from emo-
tions, but are linked to the emotions-deriving nodes all
the same.
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Definition Frames capturing the link between emotions and events, namely, the saliency of the circumstance for
the well-being of the experiencer, evaluations, actions, motives and responses that the experiencer
takes in reaction to the event.

Frames 2. disgraceful situation, 6. making faces, 9. facial expression, 14. fairness evaluation, 18. com-
munication noise, 20. accuracy, 23. luck, 24. mental property, 26. make noise, 27. body mark, 29.
satisfying, 30. cogitation, 33. success or failure, 35. chemical-sense description, 37. frugality,
38. agree or refuse to act, 44. chaos, 49. sociability, 51. deserving, 53. certainty, 58. omen,
59. risky situation, 61. guilt or innocence, 63. subjective influence, 64. being questionable,
65. prominence, 68. vocalizations, 73. biological urge, 74. grasp, 76. difficulty, 77. moral-
ity evaluation, 78. coming to believe, 79. stinginess, 82. social interaction evaluation, 85. ar-
tificiality, 86. fleeing, 91. hit or miss, 95. improvement or decline, 96. wealthiness, 97. cor-
rectness, 98. commitment, 102. level of force exertion, 104. complaining, 105. reasoning, 109.
people by morality, 112. social desirability, 115. justifying, 117. judgment communication, 118.
willingness, 120. sensation, 123. inclination, 125. expressing publicly, 130. triggering, 135. ex-
pectation, 136. expend resource, 137. judgment of intensity, 142. trust, 146. opportunity, 147.
being relevant, 148. dead or alive, 150. awareness status, 151. dynamism, 154. being operational,
157. fame, 160. being at risk, 161. opinion, 164. required event, 170. cause impact, 175. precar-
iousness, 176. meet specifications, 179. motion noise, 181. attempt, 185. breathing, 187. con-
fronting problem, 188. eventive affecting, 190. attitude description

Table 8: Emotional frames that capture appraisal-related properties. Each frame is numbered according to its PMI rank.

GRADABLE_ATTRIBUTES

59. RISKY_SITUATION

76. DIFFICULTY

53. CERTAINTY

73. BIOLOGICAL_URGE

23. LUCK

35. CHEMICAL-SENSE_DESCRIPTION

SOCIAL_BEHAVIOR_EVALUATION

2. DISGRACEFUL_SITUATION

14. FAIRNESS_EVALUATION

82. SOCIAL_INTERACTION_EVALUATION

79. STINGINESS

77. MORALITY_EVALUATION

24. MENTAL_PROPERTY

37. FRUGALITY

49. SOCIABILITY

65. PROMINENCE

85. ARTIFICIALITY

AWARENESS 74. GRASP

EXPECTATION

58. OMEN

RESULT OF ATTEMPT SCENARIO

33. SUCCESS_OR_FAILURE

44. CHAOS

STATE PERCEPTION

26. MAKE_NOISE

SOUNDS

68. VOCALIZATIONS

18. COMMUNICATION_NOISE

COMPLIANCE

29. SATISFYING

78. COMING_TO_BELIEVE

MENTAL_ACTIVITY
30. COGITATION

INFORMATION

97. CORRECTNESS

20. ACCURACY

64. BEING_QUESTIONABLE

96. WEALTHINESS

91. HIT_OR_MISS

9. FACIAL_EXPRESSION

6. MAKING_FACES

27. BODY_MARK

BODY_PARTS

BODY_MOVEMENT SELF_MOTION

86. FLEEING

Figure 8: Emotional frames (text in black), expressing appraisal-related concepts (cf. Table 8). The arrow legend is in
Figure 6.
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We further observe frames that relate to the effects
that emotions have on the organism (biological urge
exemplifies the involvement of internal, physiological
states that can motivate action in response to an event),
and frames that correspond to more observable mani-
festations of the emotion mechanism, such as vocal ver-
balizations, facial movements, and other diagnostic fea-
tures that allow people to understand what their inter-
locutors feel. Making faces, facial expression, com-
munication noise (evoked by texts like “For the first
week I cried.”) and make noise seize these components.
Other frames, for instance reassuring and cogitation
(a child node of worrying), capture external actions
or internal attitudes that can occur in emotional situ-
ations.

Additional analyses of frames whose membership
to the Appraisal-based cluster is not self-explanatory
can be found in Appendix C.

Incidentally Emotional Frames. These 25 frames
(see Table 9) rank among the lowest values in the top
quartile of the PMI distribution, closer to the cutoff
point than the clusters discussed so far. They hardly
capture an emotion property or an emotion-inducing
event; in fact, they can be argued more affine to
the contextually-determined cluster of Section 5.3, to
which their PMI values are close. In this analysis, they
appear as emotional due to two primary factors. The
first one is narrative context, the second is processing
errors. We support this analysis by investigating the
sentences in which these frames appear.

Regarding narrative context, recall that most
COCA sentences contain multiple frames. There-
fore, frames can assume emotionality from others in
the same sentence, which are often narratively re-
lated. Board vehicle and ride vehicle, for instance,
are evoked in texts that have to do with embarking on
adventures and journeys: these tend to be emotion-
ally qualified as they often mention personal stances
towards such journeys (e.g., if it was pleasant). In-
stead, reforming a system and cause to resume char-
acterise texts that express an idea of personal change,
of beginning (e.g., “We may have reformed, but our ene-
mies have not.”, “I felt revived”). Manipulate into doing
is ascribed to descriptions of bullying episodes; irregu-
lar combatants has to do with fighters and hence a
notion of brutality (comparable to killing and bear-
ing arms from cluster (2)). Medical specialties is
evoked by (potentially stirring) circumstances that are
related to healthcare and therapy, and rite appears
in the context of intimate meditations and expressed
hopes.

Other cases seem to result directly from mistakes
made by the frame identifier. With temperature,
the automatic role labeller does not understand the

metaphoric use of the word “cool”, for which that frame
is usually predicted. Linguistic meaning is a similar
case. It is identified in phrases that are related to mean-
ings and to the “making sense” of a situation, rather
than in the context of a discussion about linguistic
meaning.

5.2 Nonemotional Frames

Examples of nonemotional frames are in Figure 4 (b),
with some corresponding texts in Table 10. We ask the
same two questions about nonemotional frames that
we asked about emotional frames above.

5.2.1 PMI Values across Lexical Units

To understand the difference between this group and
the emotional one, we look at the PMI scores of the
frames’ lexical units. Mirroring what we did for the top
35 frames, we focus on the 35 most nonemotional in-
stances at the bottom of the PMI distribution. Here,
frames show a much lower internal consistency, and
suggest that they act as emotionally coherent units of
abstraction only above a certain PMI threshold. Indeed,
the scores of lexical units instantiating a nonemotional
frame spread away from that of the latter considerably,
as exemplified by relational natural features (PMI
= -.47) whose lexical instantiations encompass a vast
range of values, from .01 (for the noun “summit”) to
-1 (“shoreline”), distributed position (-.48), spanning
from the -.07 PMI score of “envelop” to -.70 of “wreathe”,
and becoming silent (-.47), where “quiet” has a PMI
value of -.15 as a noun and -.83 as an adjective.

This outcome is different from what we found for
emotional frames, where emotionality is stable for
the lexical units within frames (cf. Section 5.1). For
nonemotional frames, the picture is not symmetric: the
PMI variance of lexical units can be attributed to their
presence (mostly) in textual contexts without emotion-
ality, but also in some with an emotion gradation.

5.2.2 Characterising Nonemotional Frames

Compared to the emotional frames, this cluster
depends much less on people’s subjective involve-
ment in the state of affairs mentioned in the texts.
It includes frames expressing features of objects
(e.g., biological classification, estimated value, sub-
stance by phase, measurable attributes) or of events
which have less relevance for human actors in terms of
appraisals (e.g., change of phase, becoming dry).

5.3 Contextually-determined Frames

Contextually-determined frames are those with PMI
values falling in the 2nd or 3rd quartiles of the emotional
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Definition Frames that do not belong to any of the other three groups.
Frames 52. respond to proposal, 54. institutionalization, 99. rite, 103. linguistic meaning, 114.

board vehicle, 126. manipulate into doing, 127. medical specialties, 128. reforming a system,
131. economy, 132. temperature, 133. co-association, 139. affirm or deny, 140. be-
hind the scenes, 141. appellations, 144. ride vehicle, 145. event, 149. irregular combatants,
156. change of leadership, 165. people by religion, 167. medical interaction scenario, 168. edu-
cation teaching, 171. cause to resume, 182. make agreement on action, 184. representative, 189.
touring

Table 9: Incidentally Emotional frames. Each frame is numbered according to its PMI rank.

Frame Text

Path traveled They occur when the orbits of the moons turn edge-on to the Sun and
Earth, which happens twice during Jupiter’s 12-year circuit of the Sun.

Directional locative relation It was known he lived across the immense valley below me.
Storing Mark your packages with the date they were placed in the freezer so

you can keep track of storage times.
Measure area They burned 665,000 acres; roughly 40% of the statewide total of 1.7

million acres.
Relational natural features The shore is crumbling.
Becoming silent A silence descends on the tiny room.

Table 10: Examples of nonemotional frames with sentences in which they appear.

Frame Text

Communication response
(N) The answer is, you don’t, or at least not with career backups.
(E) The answer would be NO!

Give impression
(N) Neither candidate seemed to have any awareness of virality .
(E) You really seem to be exploding with creativity!

Point of dispute
(N) The question, crude as it was, hung in the air .
(E) The issue is not whether I was a perfect pastor; I was not .

Table 11: Example sentences evoking contextually-determined frames. (E)/(N): emotional/neutral sentences. Words in
boldface correspond to predicates.
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distribution reported in Figure 3 (-.16≤PMI≤.24). A few
examples are provided in Table 11. These items have
an ambiguous emotional status, in that they present no
clear association with emotionality, nor its absence.

What makes frames contextually-determined? Our
hypothesis is that it is possible to set apart these cases
from frames that carry an emotional (or nonemotional)
load in two, non-mutually exclusive ways. First, by
looking at the lexical units internal to frames, once
more, to explain the sense in which these frames are
different from the most external quartiles in the distri-
bution. Second, by looking at how their emotionality
changes as they co-occur with other frames. We explore
these two levels separately below.

5.3.1 PMI Values across Lexical Units

The way PMI values distribute across lexical units
is more similar to nonemotional frames (Section 5.2)
than to emotional frames (Section 5.1.2): Values dif-
fer from each other, in such a way that contextually-
determined frames, contrary to emotional ones, do not
function as emotion-preserving types of units. Cases
in point are the verbs “tell” and “assure”, both evok-
ing the frame telling, and whose emotionality asso-
ciation corresponds to the values .07 and .34 (i.e., “as-
sure” is most often emotional than not, while “tell” is at
times emotional); “disparity” and “distinction” are apart
from one another by .51 PMI points (the first of them
is the most emotional), despite being units of the same
frame (similarity); likewise, cure’s lexical units “reha-
bilitation” and “remedy” have values falling in differ-
ent quartiles of the PMI distribution (.25 and -.11, re-
spectively). The distinguishing factor between them
and the nonemotional group lies in the fact that lexi-
cal units here are more versatile. Those belonging to
the nonemotional counterpart are specific to domains
without emotionality (cf. measurement area, cloth-
ing components), and thus their occurrence in emo-
tional contexts is not only rarer, but an artifact of ei-
ther the emotion classifier (producing random errors) or
of our alignment strategy (which permits nonemotional
frames to inherit the emotionality of others, with which
they occur). Instead, lexical units of contextually-
determined frames lend themselves to assume a wide
range of emotional connotations.

5.3.2 Frame Co-occurrence Patterns

Above, when characterising Incidentally Emotional
frames, we already alluded to the fact that frames typ-
ically co-occur in sentences. We also see this effect for
the contextually-determined frames. Figure 9 shows
the frequency of these frames in three different scenar-
ios, normalised by the total number of sentences in each
of them. The two leftmost columns (Frm𝑐𝑜𝑛𝑡 .) report the
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Figure 9: Distribution of emotional and nonemotional
sentences evoking contextually-determined frames in
isolation (Frm𝑐𝑜𝑛𝑡 .) and accompanied by an emotional
frame (+Frm𝑒𝑚𝑜 ) or a nonemotional one (+Frm𝑛𝑜𝑛𝑒𝑚𝑜 ).

frequency of frames appearing alone in a text across the
two emotion labels, corresponding to >2M emotional
and nonemotional sentences. Devoid of frames interac-
tions, these sentences help to clarify what it means for
frames to be underspecified with respect to emotional-
ity: based on a manual investigation of such sentences,
contextually-determined frames appear to have less to
do with properties of things or situations, compared to
the nonemotionally-connotated kins. They rather rep-
resent such things (food, vehicle, buildings) or pro-
cesses (cause expansion, cause to perceive). We no-
tice that when these frames appear in emotional texts,
they do so as side information to the main affective
meaning, and do not correspond to the predicate that
triggers such emotion content. For instance, contin-
ued state of affairs in the text “Glad she’s still on the
show.” is unrelated to the mental state of the sub-
ject. The figure also reports the count of sentences
with a contextually-determined frame and one that
is emotional (+Frm𝑒𝑚𝑜 ), or one that is nonemotional
(+Frm𝑛𝑒𝑢 ). From the figure, we see that texts that con-
tain both a contextual frame and one with a positive
emotion PMI tend to be emotional; vice versa for the co-
presence with a nonemotional frame, found more often
in sentences labelled as nonemotional by the classifier.

Overall, the fact that these 378 frames are deter-
mined contextually shows an important aspect of the
phenomenon under consideration. At times, the rela-
tionship that frames hold to their emotion content is
underspecified: it is not fixed and bounded to the type
of event that they formalise (i.e., it does not necessar-
ily lie at the predicate level), but rather depends on the
overall context in which the frame-evoking predicate
appears. Emotion meanings make no exception in the
lexical semantics panorama, where also other phenom-
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ena are to be accounted for in context (Cruse, 1986) –
e.g., word meanings.

A manual inspection of the data also suggests that
compositionality is key in the making of an emotion
for those sentences corresponding to +Frm𝑒𝑚𝑜 and
+Frm𝑛𝑒𝑢 in Figure 9. More precisely, we see two com-
positional processes. One is a “within frames com-
positionality”, in which the predicate is (emotionally)
underspecified, but its co-presence with certain argu-
ments can turn out emotional or nonemotional. Illus-
trative in this regard are sentences like “I remember this
point distinctly.” and “I remember the magical thinking
of my greatest depression.”, both associated to the frame
memory but with different arguments (the first sentence
is recognised as nonemotional, the other as emotional).
Like in the above examples, many frames are evoked
by predicates that serve to introduce topical informa-
tion, or subordinate sentences. The overall emotion-
ality varies together with the content that they intro-
duce. For instance communication response, telling,
point of dispute, giving and give impression have to
do with communicative situations that could be loaded
with emotionality based on how they are instantiated
– what is responded, what is told, what is given (e.g.,
giving in the emotional example “Cruella gave a gesture
of resignation.”). Similarly, undergo changes describes
a transformation which could be either emotional or
nonemotional.

The second compositional process that we notice
is an “across frames compositionality”. Frames that
appear in combination with a contextually-determined
one contribute more to the emotional load of the sen-
tence: the text “[…] an old girlfriend of mine wrote me
this very beautiful letter.”, which is recognised by the
classifier as emotional, evokes memory and the emo-
tional aesthetics, while “The words ‘property value’ are
ones I remember.”, annotated as nonemotional by the
classifier, evokes memory and possession.

6 Discussion

We conducted a PMI-based analysis guided by the re-
search question “are FrameNet frames associated with
emotionality?” as well as two leading hypotheses: first,
emotional frames constitute a large part of FrameNet,
and second, it makes sense to talk about “emotional”
frames in the sense that the lexical units within the
frame behave coherently. Both assumptions proved
correct. Frames that carry emotionality extend beyond
the current organization of the database, as many are
emotional while having a factual denotation; further,
they pass this affective trait on to their lexical units.

Our manual analysis explains what frames have in
common from the perspective of emotions, confirming
that there are many levels of an emotion mechanism

captured by frame semantics. Some frames depict con-
cepts that seem more descriptive than affective, but it
is precisely in this manner that they pick up on some
important components of emotions. They correspond
to some of the factors that elicit, underlie or manifest
an emotion, like events, event evaluations, and emotion
effects. The effects components, in particular, not only
correspond to phenomena that happen in response to
emotion-eliciting events (e.g., facial expression). They
can be considered events per se, and consequently, they
can evoke specific frames.

We manually group these characteristics in four
clusters, motivated by the original structure of
FrameNet, and the fact that appraisal models and
frames are grounded on a notion of event. Ruppenhofer
(2018) already pointed out that appraisal theories can
inform an investigation of the emotion vocabulary in
FrameNet. We bolster that observation by indicating
the frames to which it extends, but one could also iden-
tify other emotion properties and other links to theories
different from appraisals, and organise the emotional
frames accordingly. Take, for instance, the Appraisal-
based cluster. In our proposal, it includes both items
that contribute to eliciting an emotion (e.g., difficulty),
and items that result from it (e.g., fleeing). This is a
fruitful distinction that can be made to find more fine-
grained theoretical coherence in the obtained statistical
associations.

Further, we empirically show that there are frames
somewhat transparent to emotions: contextually-
determined frames reiterate the need to think about
emotionality in terms of relations between words, and
raise the question of if and how frames influence the
emotionality of a text, as well as its automatic classi-
fication. To what extent do predicates or arguments
contribute to the decisions of an emotion classifier? Is
compositionality at play?

We have previously pointed out that emotional-
ity is a continuum, while our study approaches it
through categorical lenses. From a practical stand-
point, this categorization has the value of generating
clear insights. But this choice introduces limitations,
not least of which is a certain degree of arbitrariness
in such divisions: frames do not necessarily fit into
the three nonemotional, contextually-determined, and
emotional “boxes” identified with the help of quar-
tiles, and the line between contextually-determined
and emotional frames (in particular the Incidentally
Emotional ones) is blurred. In fact, the compelling
case that emotionality is always a matter of context
could be made also for many emotional frames, with
the Emotion Stimuli being evident cases (events could
stir an emotion or not, depending on who experiences
them and how they are rendered in language). Our re-
sults prove however that a separation holds, at least
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in COCA, between frames for which exhibiting the
emotional association is invariably contextual, whereas
others maintain a certain level of emotionality – e.g.,
Emotion Stimuli have the tendency to denote events
with potentially dramatic consequences for their expe-
riencers, see for instance violence or catastrophe.

In sum, our analysis reveals that the relationship
between the emotionality of a sentence and that of
frames is not straightforward. Frames that have a
strong positive or negative association to emotionality
can be found in texts that express the opposite affec-
tive content overall.21 Even the frames that FrameNet
explicitly associates to the emotion domain are evoked
by nonemotional sentences. Emotions by stimulus, as
an example, is found by the frame identifier in the
nonemotional “I had every right to descend this stair,
to walk among the glad company […]”, because of the
lexical unit “glad”. Rather than putting the automatic
annotation into question, this outcome sheds light on
an important fact. Namely, sentence-level emotion-
ality classifiers can disregard emotional subtleties. A
verbal expression might have a predominant connota-
tion to convey (e.g., a nonemotional one, in the ex-
ample above), and which might be correctly identified
by the automatic system; yet, by considering entities
besides the subject, different emotion nuances emerge
(e.g., the company is glad). Classifiers might fail to ac-
count for those, and in such cases the performance of
frame identification tools can complement theirs. In
line with previous work (Faruqui et al., 2015, i.a.), we
thus found that approaches based on embeddings and
on human-curated resources help one another also in
emotion analysis.

7 Conclusion

The phenomenon of “emotions” is psychological in na-
ture but pervades language. There, the presence of
overt markers (the adjectives “sad”, “happy”, for in-
stance) is not necessary for an emotion to be conveyed.
These “untold” emotions spurred much attention in the
field of computational emotion analysis (Balahur and

21Note that there are signs of domain dependence: frames are more
emotional in certain domains of COCA than in others. For example,
run risk has a PMI value of .13 in textual blogs, which raises to .4 in
the domain of fiction; and the frame protest turns out considerably
more emotional if evoked by fiction- (PMI=.77) than by TV-related
texts (.47). Consistent with this observation, a Wilcoxon signed-rank
test reveals a significant difference between the general PMI values
of the emotional frames reported in Figure 3 and the values of the
same frames in the various domains (for all of them, except for TV, p-
value < .05). Therefore, emotionality is only partly consistent across
genres, and this finding is in line with existing literature on the genre
dependence of fine-grained emotions (e.g., Bostan and Klinger, 2018).
At the same time, PMI differences are rarely as extreme as to have
frames that are emotional in Figure 3 turn into nonemotional in a
specific domain (that only happens for attitude description, pre-
cariousness, and temperature).

Tanev, 2016; Klinger et al., 2018), which strives to au-
tomatise the ability to infer them.

Within such a context, we left traditional, lexical-
based approaches of emotion analysis, because inter-
preting emotions can require a great deal of extra-
linguistic knowledge. We considered the role that back-
ground information plays in emotions understanding,
moving our attention to the meeting point between syn-
tax and the U-semantics of Fillmore, which presupposes
an acknowledgement of the physical and social world,
and therefore accounts for the structural components
of real-life events that stimulate emotional responses.
This way, our work combined methods for computa-
tional linguistics with theories from psychology and lin-
guistics, and it showed how these fields can influence
(in fact, fertilize) one another. Below, we summarise the
relevance of our findings in this interdisciplinary per-
spective, and point out promising next steps to take.

Summary of Findings. The observation that frames
can be evoked by varied lexical units (thus capturing
paradigmatic phenomena) allowed us to disregard the
specific terms that instantiate them. We rather asked
how frames, as conceptual abstractions that encode
world knowledge, are linked to emotionality. We auto-
matically annotated COCA with binary emotion labels
and with frames, we investigated the relationship be-
tween them, and to answer our research question, we
used PMI.

Our results show that there are frames with a
prominent emotion import in FrameNet: be they direct
children of emotion or not, they reflect components of
emotions spelled out in the psychological literature. In
other words, emotionality is a dimension of meaning
that frames possess even though it is not a piece of in-
formation directly provided by the database. In addi-
tion, our qualitative analysis emphasise that individual
predicates do not always carry the same type of emo-
tion load. On the contrary, their import can depend on
the context in which the predicate is situated, namely,
on syntagmatic facts.

Future Work. We revealed some salient features of
frames that open up possible ventures for frame se-
manticists. Future FrameNet developments could spec-
ify what frames carry emotionality with the use of se-
mantic types (Fillmore et al., 2004). Semantic types
mark general properties of frames and semantic roles,
such as variations in the speech use of different lex-
ical units, which could not otherwise be understood
from the resource. In FrameNet there already exists
a semantic type that is close in spirit to emotions.
It indicates the polarity of lexical units like “compli-
ment” and “reprimand”, both of which instantiate judg-
ment direct address and whose valence is indicated
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by the semantic types “Positive judgment” and “Nega-
tive judgment”. It would be possible to adopt the same
idea for the semantic clusters proposed in this paper, or
for similar partitions. We refrain from modelling this in-
formation into FrameNet ourselves – an endeavor that
would require careful and lexicographically motivated
annotation, which exceeds the scope of our work.

Our insights can also inform computational emo-
tion analysis. Studies in the field could aim at building
systems that are simultaneously emotion- and frame-
aware. The frames-to-PMI association scores that we
make publicly available come handy for that purpose.
Upcoming work could deepen the contribution of dif-
ferent parts of texts (e.g., frames, arguments, other
words) on automatic emotion predictions – e.g., Do
classifiers attend predicates to the same extent when
judging a text that evokes an emotional frame and
a text that evokes a contextually-determined frame?
Lastly, research in the field that follows appraisal the-
ories could concentrate on the intersection between
frame semantics, psychology, and emotion analysis:
among other events, frames proved able to model the
verbal expressions of emotion components, thus cap-
turing the multiple and nuanced realizations through
which embodied emotions and the cognitive evalua-
tions underlying them surface in language. In this re-
gard, we have proposed an empirical mapping from
frames to appraisals, but it would be important to take
the reverse direction as well. Understanding to what
extent frames cover the cognitive dimensions docu-
mented by appraisal theories could tell us if frame anal-
ysis can be applied as an identification strategy of such
dimensions, namely, of the criteria that humans use to
evaluate events, that lead to an emotion episode, and
that also emerge from text: frames could thus be used
as input to computational emotion analysis pipelines,
making our systems more theoretically grounded.
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A Limitations

The approach we described in Section 4 is common
to data-driven information extraction lines of research
which require no human intervention, such as the task
of open information extraction (Etzioni et al., 2008), as
well as to distant reading, i.e., the application of com-
putational and statistical techniques in the field of dig-
ital humanities, aimed at uncovering global patterns in
texts (Jänicke et al., 2015). Still, it incurs the risk of mis-
takes by both the emotion classifier and the frame iden-
tifier. The data we study was not collected for the sake
of computational emotion analysis nor to study frames,
and might differ in tone, topics and linguistic struc-
tures from the resources on which our automatic anno-
tators were trained. As a matter of fact, the generaliza-
tion capabilities of FrameNet-based parsers have been
put into question by Hartmann et al. (2017), who found
that a state-of-the-art system for srl loses 16 percent-
age F1 points when evaluated against out-of-domain
data. This issue also applies to emotions. Bostan and
Klinger (2018) showed that systems for emotion de-
tection tested out of domain suffer from performance
drops as heavy as ≈.70 in F1 score. Overall, our find-
ings are limited by the quality of the systems that we
employ, but we believe that they provide evidence to
learn something about the bond between frames and
emotionality.

Some of our design choices could also be instanti-
ated differently. For one thing, our annotation looks
at emotions as a binary matter. Follow-up studies
could observe if different frames carry specific emo-
tions (anger, joy, etc.). Second, we benefit from word
relations in the sense that these give context to iden-
tify frames, but we do not leverage roles, leaving this
endeavor as our next research step. Third, to measure
their association with emotionality, we treat all frames
equally and as separate entities. While transparent,
this choice does not account for within-sentence frames
interactions.

B Corpus Labelling (Emotions)

We associate sentences in COCA to emotions auto-
matically. Using a resource already labelled for emo-
tions by humans could be a safer approach: people’s
judgments are arguably more reliable than those of a
classifier, and this would have allowed us to only per-
form the frame-based strand of labelling. Yet, existing
resources for affective computing have magnitudes of
data points less than we need, and they typically focus
on a specific type of texts, such as tweets (Mohammad,
2012), tales (Alm et al., 2005) or news headlines (Bostan
et al., 2020). Employing a state-of-the-art classifier spe-
cialised in only one domain (i.e., trained on a single re-

D D -1 D -2 D -3 D -4
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Figure 10: Model Selection: the y axis reports the F1
scores (weighted by the number of examples of each
class) of the models evaluated against the annotated
COCA sample. We recursively ablate datasets from the
training set that yields the best model at the previous
step (x axis). Dots are classifiers obtained with an abla-
tion; the red ones indicate the best performing model:
from all datasets (D), we remove each separately (“D
−1”); from the set on which we obtained the best model
(red dot “−DailyDialogs”), we again we remove each
dataset, one at a time, thus training the next models
on a collection with two datasets less than D (i.e., “D
−2”); and so on.

source for emotion analysis) would give no guarantee
that the obtained annotations are valid for our data.
Moreover, we aim at observing frames as elicited by
different emotion expressions, likely to be found in a
mixture of textual domains.

Our model selection procedure is shown in Fig-
ure 10. Classifiers are plotted as dots in the figure, num-
bers on the x axis correspond to how many datasets are
removed at each successive step. We kept all training
parameters constant for the 35 models described in Sec-
tion 4.1. They were fine-tuned for 10 epochs, setting a
learning rate of 2*10−5 a dropout rate of 0.2, and a batch
size of 32. We used AdamW as optimizer.

Recursive data elimination proceeds as a backward
search. Initially, we train a classifier on all gathered cor-
pora described in Section 4.1 (“D” in the figure, F1=.59);
from these resources, we pull out each dataset sepa-
rately (“D −1”), and observe that the ablation of Dai-
lyDialogs is the most beneficial (F1 increases to .65);
we move on to the next ablation step and keep us-
ing the data that yielded the best performance. From
that, we ablate each remaining dataset (i.e., “D −2”):
now, the results reached upon removal of SSEC sur-
pass the previously best classifier. We repeat this pro-
cedure and reach an upper bound F1 score. From the
total of 35 trained models, the most competitive one
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BERT-based RoBERTa-based

D F1 = .83 F1 = .86
COCA sample F1 = .69 F1 = .55

Table 12: BERT- and RoBERTa-based classifiers per-
formance when trained and tested in domain (𝐷) vs.
trained on 𝐷 and tested on the COCA sample with the
majority vote treated as ground truth.

is obtained when removing DailyDialogs, SSEC, and
enISEAR (F1=.69 with “D −3”, which outperforms the
best model in “D −4”, F1=.67). We use that to annotate
COCA. Note that this classifier does not correspond to
the one used to select the texts for the test set.

The performances displayed in Figure 10 could
be expected. First, it is hard to find classifiers that
are seamlessly portable across domains. Bostan and
Klinger (2018) conducted multiple experiments show-
ing that classifiers generalise poorly across domains.
They report losses as drastic as .82 F1 score when test-
ing on out-of-domain data. For us the loss is less severe
(14 points, see Table 12, column BERT-based). Second,
our models are learnt on datasets whose original anno-
tation schemata differ from one another.

For a comparison to our BERT-based model selec-
tion, we experimented with a RoBERTa-based (Zhuang
et al., 2021) emotion annotator trained on the whole
concatenation of corpora (𝐷). While the latter yielded
superior results when evaluated on the in-domain data,
it deteriorated on the manually annotated sample of
COCA as out-of-domain data. Results are reported in
Table 12.

Two viable alternatives for the automatic emotion
annotation step could have been: (1) to use two clas-
sifiers, having high precision for either of the consid-
ered labels – i.e., one dedicated to the labelling of the
emotional category and one for nonemotional category,
which could arguably be more trustworthy, and (2) to
accept texts as emotional or nonemotional if the prob-
ability with which the classifier assigns a label exceeds
a given threshold. However, the first case would pose
the problem of deciding how to treat texts for which
the two models are in disagreement with one another.
In the other case, we would lose substantial data. Our
decision to adopt an individual emotion labeller, with a
reasonable F1, bypasses both issues.

Adopting an annotation approach entirely based
on human judgments would not be unproblematic ei-
ther: large data sources compiled via crowdsourcing
are noisy since they are labelled by naı̈ve judges (Wau-
thier and Jordan, 2011); on the other hand, annotations
conducted by expert coders are more reliable, but they
typically cover smaller data, and this makes empiri-
cal observations difficult to draw. We forgo the lat-

ter. Indeed, when it comes to judging emotions, the
noisiness problem characterises all human-based anno-
tations, because the task is extremely subjective and
therefore can lead to extreme disagreements, irrespec-
tive of how trained the coders are. Therefore, should the
results of our analysis be due to systematic misclassi-
fications of the automatic annotator, we could assume
that similar “errors” are to be found among humans.

C Appraisal-based Frames

While discussing our partition of frames, we have high-
lighted that many items annotated as Appraisal-based
frames tap on evaluations and cognitive processes.
They are more than appear at first brush. Some sin-
gular examples are:

• reasoning, which often accompanies texts where
an evaluation is expressed by means of a dispute
described in the text;

• fame, appearing in sentences with assessments
that are either hyperbolic, like “Believe me it was
epic.”, or that concern one’s reputation and be-
liefs, like “To besmirch her reputation is outra-
geous”.

Likewise, the placement of breathing, cause impact
and level of force exertion in this cluster of frames
might not be self-explanatory. The first two indicate an
emotional reaction, (e.g., sighing and slamming a door).
The last usually portrays a property of people or events
(e.g., feeling fearless and strong, feeling weak). So do
also the following frames:

• dynamism, evoked by texts that express the inten-
sity of an experience;

• meet specifications, coupled in text with men-
tions of personal achievements, or with expressed
sensations of fulfilment.
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Abstract Document clustering is frequently used in applications of natural language processing, e.g. to classify news articles or cre-

ate topic models. In this paper, we study document clustering with the common clustering pipeline that includes vectorization with

BERT or Doc2Vec, dimension reduction with PCA or UMAP, and clustering with K-Means or HDBSCAN.We discuss the interactions

of the different components in the pipeline, parameter settings, and how to determine an appropriate number of dimensions. The

results suggest that BERT embeddings combined with UMAP dimension reduction to no less than 15 dimensions provides a good

basis for clustering, regardless of the specific clustering algorithm used. Moreover, while UMAP performed better than PCA in our

experiments, tuning the UMAP settings showed little impact on the overall performance. Hence, we recommend configuring UMAP

so as to optimize its time efficiency. According to our topic model evaluation, the combination of BERT and UMAP, also used in

BERTopic, performs best. A topic model based on this pipeline typically benefits from a large number of clusters.

1 Introduction

Clustering is an important technique for mining, clas-

sifying, and structuring unlabeled text data in an un-

supervised manner. Some use cases are the classifi-

cation of news articles (Iulia-Maria et al., 2020; Radu

et al., 2020), social media analysis (Curiskis et al., 2020;

Asyaky and Mandala, 2021), and topic modeling (Sia

et al., 2020; Churchill and Singh, 2022; Zhang et al.,

2022; Zhao et al., 2021). For topic modeling and doc-

ument classification, practitioners typically use a de-

facto standard document clustering pipeline: document

vectorization→ dimension reduction→ clustering; see

Figure 1. This pipeline is attractive since it is straight-

forward to understand and provides flexibility due to

its modularity. A popular application of this pipeline

is BERTopic (Grootendorst, 2022), which converts the

pipeline into a topic model by adding a topic keyword

extractor.

dataset pre-processing vectorization

dimension

reduction

clusteringevaluation

Figure 1: Clustering pipeline overview. The main parts

are vectorization, dimension reduction, and clustering.

Since the pipeline components can be chosen from

among many algorithms, and those usually depend on

multiple parameter settings, it is challenging to analyti-

cally determine the best choice of components and their

parameters, and the result depends on the concrete ap-

plication. Further, the effect of the number of dimen-

sions to reduce the vector space to is understudied in

research on document clustering. In this paper, we con-

duct a systematic empirical study of how common em-

bedding techniques, dimension reduction techniques,

and clustering algorithms interact. From this, we de-

rive recommendations that, as we hope, can guide prac-

titioners who need to find a suitable configuration for

clustering collections of unlabeled documents.

The first component of modern document cluster-

ing pipelines usually turns documents into numeric rep-

resentations, called embeddings. Statistical methods

such as Bag-of-Words or TF-IDF (Sammut and Webb,

2010) have been studied as part of topic models cre-

ated with such a pipeline (Truică et al., 2016), but

have nowadays become replaced by neural methods

such as Doc2Vec (Le and Mikolov, 2014) and Google’s

Transformer-based BERT (Devlin et al., 2019), which

outperform the older methods; see Curiskis et al. (2020)

and Radu et al. (2020) for the former, and Subakti et al.

(2022) for the latter.

The next step, dimension reduction, is added to

Northern European Journal of Language Technology



avoid degrading performance of clustering algorithms

in high-dimensional vector spaces (Steinbach et al.,

2004; Zimek, 2014)
1
. We study how the reduction to

a range of different dimensions affects the quality of

the resulting clusterings. There are two major classes

of dimension reduction algorithms, those based on ma-

trix factorization, and those based on neighbor graphs.

Principle Component Analysis (PCA, by Pearson (1901);

Hotelling (1933)) is a well-known and widely used ex-

ample of the former. The latter, graph-based methods

such as UMAP, calculate neighbor relations between

points in the vector space, and then project them to a

lower dimension, trying to preserve the neighbor rela-

tion. UMAP, invented by McInnes et al. (2018), is based

on differential geometry and benefits from a solidmath-

ematical foundation. UMAP has many applications,

such as bioinformatics (Becht et al., 2019), material sci-

ences (Li et al., 2019) andmachine learning (Ordun et al.,

2020; Sainburg et al., 2021).

The final step is clustering in the dimension-

reduced vector space. In ourwork, we focus on distance-

based clustering algorithms, where the similarity of

objects is determined by their distance in the vector

space. The clustering literature is extensive (Aggar-

wal and Zhai, 2012). Among the most popular ap-

proaches are algorithms based on determining clus-

ter centroids (K-Means (Lloyd, 1982), K-Medoids (Kauf-

man and Rousseeuw, 1990)), calculating local density

(DBSCAN (Ester et al., 1996), OPTICS (Ankerst et al.,

1999), HDBSCAN (Campello et al., 2013; McInnes and

Healy, 2017)), computing spectral distributions (SPEC-

TRAL (Ng et al., 2001)), or performing a hierarchical

analysis (BIRCH (Zhang et al., 1996), Affinity Propa-

gation (Frey and Dueck, 2007), Mean-Shift (Fukunaga

and Hostetler, 1975; Cheng, 1995)). Centroid-based al-

gorithms calculate the distances to cluster centroids to

determine which point a cluster should be assigned to.

In this work, we use K-means as a representative of

this family since it is a widely used algorithm in multi-

variate data analysis. Density-based algorithms group

data points that are in high-concentration areas of the

vector space into clusters, with sparser regions in be-

tween. DBSCAN is one widely used density-based al-

gorithm, with HDBSCAN being a hierarchical exten-

sion. In a comparison of DBSCAN and HDBSCAN for

clustering news articles represented by Doc2Vec vec-

tors, Radu et al. (2020) found both to be viable. We use

HDBSCAN in this work due to its popularity in text

clustering and because it is the default clustering al-

gorithm in BERTopic (Grootendorst, 2022), the popular

topic model based on the instance BERT → UMAP →
HDBSCAN of the pipeline studied here.

1
The term curse of dimensionality was coined by Bellman (2003),

originally published as (Bellman, 1957), to refer to the algorithmic

disadvantages of a high-dimensional vector space.

Looking at the literature on document clustering,

we observe the following in particular:

(a) Doc2Vec and BERT have been extensively com-

pared with TF-IDF as document representations

for clustering, but not with each other;

(b) the use of dimension reduction in combination

with document embeddings and clustering is an

understudied method despite its popularity in

practice;

(c) in particular, it is largely unknown how the per-

formance of a clustering system for documents is

affected by the number of dimensions of the em-

bedding space.

To shed some light onto these questions, we have

studied combinations of Doc2Vec, BERT, PCA, UMAP,

K-Means, and HDBSCAN. The choice of these specific

methods is motivated in Section 2.

We performed our experiments on collections of

news articles because we expect news articles to belong

to comparatively distinct topics and be grammatically

correct. Moreover, there is a considerable practical de-

mand for systems that can cluster collections of unla-

beled news articles because maintaining a consistent

tagging of articles even internally in a single publishing

house is a significant problem, not to speak of multiple

publishers.

We report on an extensive, systematic set of experi-

ments with the task to broadly cluster three different

labeled datasets of news articles using combinations

of the above-mentioned embeddings and techniques

with varying parameter settings, where the datasets are

treated as unlabeled datasets and the gold labels are

used for performance evaluation. To not only rely on

a single quality measure, the quality of a clustering is

assessed using both the Adjusted Rand Index (ARI, Hu-

bert and Arabie (1985)) and the Adjusted Mutual Infor-

mation Index (AMI, Vinh et al. (2010)). Additionally, to

assess the intrinsic quality of the resulting topic models

independently of the ground truth, a commonmeasure-

ment for topic coherence, 𝑐𝑣 (Röder et al., 2015), is used.

The performance of the pipeline as a topic model is

evaluated by adding a topic keyword extractor to each

pipeline setup, hence, converting them into BERTopic-

style topic models.

The structure of the paper is as follows. Section 2

explains our method. Sections 3 and 4 present and dis-

cuss the results of our experiments, respectively. Finally,

conclusions are presented in Section 5.

2 Method
To enable experiments with different configurations of

the clustering pipeline while keeping the components
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separate and individually adjustable, a test suite was

designed and implemented. We use the following termi-

nology to separate individual instances of the pipeline

architecture of Figure 1 from its parameter settings:

Definition 1 A pipeline with specified vectorization,

dimension reduction, and clustering components, but

with unspecified parameter settings, is a setup. A setup

with specific parameter settings is a configuration.

The datasets used for training and evaluation are

presented in Section 2.1. In Section 2.2, the structure of

our test suite is discussed. Section 2.3 explains how we

compare and evaluate different configurations.

2.1 Datasets

Three datasets with different characteristics were used

as test data. All three consist of news articles written

in English. The datasets are fully labeled, meaning that

there are no unlabeled articles.

SNACK – Scraped News Articles Classified with
Keywords consists of publicly available news articles

scraped from the Internet in 2021. Topic-related key-

word lists were used for classifying the articles, us-

ing keywords extracted by a term-based method. Arti-

cles classified as Technology (3156), Food/Drink (2246),

Sports (2836), Stocks (2208), Conflicts (3086) and

Movies/TV-series (2859) of more than 500 characters

were used for our experiments. The classes were chosen

because they are largely unrelated. Articles occurring

in multiple classes were removed. Unfortunately, the

corpus cannot be made available as we do not own the

publication rights of the individual articles it consists

of. However, the URLs can be provided upon request.

AG News by Zhang et al. (2015) contains 1 000 000

categorized articles. For our study, a subset consist-

ing of 15 000 articles from each of the four categories

Sports,Business, Science/Technology andWorldwas

used. This dataset was included to get a perspective on

how configurations perform on a dataset consisting of

a large number of comparatively short documents.

Reuters is based on the Thomson Reuters Text

Research Collection (TRC2)
2
of 1 800 370 articles from

2008 and 2009. 578 712 of the articles are tagged with

keywords. Using the keywords Market Bonds (2738),

Environment (515), Natural disaster (777), Soccer

England (1974), Film (844), USA Politics (2559) and

Auto (1678) as selectors, a dataset of 11 085 articles was

extracted for our experiments.

Name Articles Classes Words

SNACK 16 391 6 7 509 853

AG News 60 000 4 4 520 259

REUTERS 11 085 7 3 148 736

Table 1: The datasets used in this study along with their

size statistics.

2.2 The Clustering Pipeline
The version of the clustering pipeline used in our test

suite is shown in Figure 1. Recall from Definition 1 that

every choice of specific components results in a setup,
and additionally fixing the parameters of these compo-

nents yields a configuration.
The documents to be clustered are loaded and en-

ter pre-processing. The pre-processing depends on

the embedding to be used. For Doc2vec, stopwords,

punctuation, and special characters are removed. The

WordNet Lemmatizer is used for lemmatizing as it has

been shown to be superior to stemming in clustering

tasks (Iulia-Maria et al., 2020). For BERT, we follow

the cleaning and tokenization steps described by Devlin

et al. (2019), using the HuggingFace
3
implementation.

Doc2Vec, in the Gensim implementation by Radim

Řehůřek
4
, was selected as a typical representative of

classical prediction-based neural embeddings. The

Doc2Vec training process was run for 15 epochs. BERT,

as implemented by HuggingFace
3
, was chosen as a

representative of the Transformer-based class of em-

beddings. The BERT model was fine-tuned twice on

all the sentences of the chosen dataset, using masked

language modeling. The texts went through the pre-

processing and vectorization only once to save time and

to fairly compare the configuration parameters of the

other modules.

For the vectorization phase of the pipeline, PCA

was chosen to represent the class of matrix factor-

ization techniques since it is widely applied in cases

where dimension reduction is needed. UMAP (McInnes

et al., 2018) represents the techniques based on neigh-

bor graphs. It was chosen because it outperforms the

popular t-SNE with respect to both efficiency and qual-

ity (see the original article). The numbers of dimensions

tested are shown in Table 2. It is valuable to include

reductions to as few as two or three dimensions since

those are easy to visualize. As we will see, the effect

of an increasing number of dimensions on the scores

is not large. Hence, we opted to include comparatively

few higher dimensions to reduce the computational re-

sources needed.

2https://trec.nist.gov/data/reuters/reuters.
html

3https://huggingface.co/
4https://radimrehurek.com/gensim/
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Component Technique Settings Value
Vectorization Doc2Vec dimensions 300

BERT dimensions 768

layers 12

attention heads 12

Dim. reduction both dimensions [2, 3, 5, 7, 10, 15, 25, 50]

PCA

principal

components

equal to number of dimensions

UMAP n_neighbors [5, 20, 80, 320, 1280, 2560]
Clustering K-Means 𝑘 [6, 12, 24, 48, 96, 192, 384]SNACK

[4, 8, 16, 32, 64, 128, 256]AG
[7, 14, 28, 56, 112, 224, 448]REUT

HDBSCAN min_cluster_size [5, 10, 20, 40, 80, 160, 320, 640, 1280]SNACK+REUT
[10, 20, 40, 80, 160, 320, 640, 1280, 2560]AG

Table 2: Major pipeline components and their explored setting configurations.

To investigate the effect of dimension reduction

with UMAP, the main setting we manipulate is the vari-

able n_neighbors, which determines how many points

in the vicinity of a given point should be used to mea-

sure local density. A low value makes UMAP focus on

the local structure of the vector space whereas a high

value emphasizes its global structure. The settings we

explored can be found in Table 2.

After dimension reduction, the vectors are L2-

normalized, a step which, for simplicity, is not shown

in Figure 1. For count-based methods, this normaliza-

tion is common practice, whereas for neural methods

there does not appear to be a clear recommendation

as to which approach to use. Initial experiments re-

vealed it to be advantageous for the overall scores to

normalize vectors and center them around the origin

after dimension reduction so that the clustering algo-

rithmworks on normalized vectors. This step could also

be performed prior to dimension reduction. Since our

initial experiments revealed no significant difference be-

tween these options, we chose the former as it will en-

sure that the norm of all vectors is 1 when the actual

clustering algorithm is invoked.

As clustering components, we selected the common

K-Means and the more recent HDBSCAN. K-Means is

mainly parameterized by the number 𝑘 of clusters to

partition the dataset into. HDBSCAN transforms the

vector space based on the local density of the set of

points to be clustered and then creates a minimum

spanning tree over these points. From that tree, a hi-

erarchy can be created and then converted to a flat

structure depending on a parameter min_cluster_size.
In the respective configurations, we consider a range

of settings for the parameters 𝑘 andmin_cluster_size of
K-Means and HDBSCAN, respectively, as specified in

Table 2. Using a number 𝑘 different from the number of

distinct labels of the dataset allows K-Means to identify

a high-quality clustering with a number of clusters that

differs from that of the ground truth. In fact, consider-

ing larger values of 𝑘 is essential when evaluating the

system as a topic modeling system.

In contrast to K-Means, which labels all points in

the vector space, HDBSCAN detects apparent noise

which it then leaves unlabeled. Since our datasets are

fully labeled and are thus considered to not contain any

noise, this difference makes HDBSCAN suffer in the

comparison. To avoid this effect, we use soft clustering

for HDBSCAN, meaning that all points get a similarity

score with respect to each cluster and are then assigned

to the cluster that results in the highest score.

This pipeline is often used to build topic models. To

be able to evaluate the pipeline as such, we need to con-

vert each configuration to a topic model. This is done

by adapting the c-TF-IDF of BERTopic (Grootendorst,

2022) and assigning top keywords for all clusters. The

top 10 keywords are used to represent a cluster as a

topic. Further mentions of topic modeling refer to con-

figurations that have the addition of c-TF-IDF, hence,

which are topic models in the style of BERTopic.

2.3 Evaluation
In our test suite, we ran the configurations shown in

Table 2 to cluster the datasets, and evaluated the qual-

ity of the resulting clusterings. For evaluation, we used

the gold labels of the datasets together with two differ-

ent methods of measuring clustering quality: the pair-

based measurement Adjusted Rand Index (ARI, Hubert

and Arabie (1985)) and the Shannon-based Adjusted

Mutual Information Index (AMI, Vinh et al. (2010)).

These were chosen because they are widely used in

practice and have complementary strengths (Romano

et al., 2016): ARI is considered to be advantageous if

the ground truth consists of big equal-sized clusters
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whereas AMI is preferable when the dataset is unbal-

anced, containing both large and small clusters.

Scores range from 0 to 1 where 0 marks a random

clustering and 1 a clustering that agrees perfectly with

the ground truth. We consider a higher score to indi-

cate better clustering even though scores are not com-

prehensive for all aspects of clustering quality.

In addition to measuring quality by means of com-

parison with the ground truth, we use the topic coher-

ence measure 𝑐𝑣 by Röder et al. (2015) to estimate the

intrinsic clustering quality by calculating a score be-

tween 0 and 1. The conclusion of Röder et al. (2015)

was that 𝑐𝑣 is the topic coherence measure most corre-

lated to human judgment. Our coherence calculations

employ the window size of 110 also used in Röder et al.

(2015). Since 𝑐𝑣 is computed by calculating a coherence

score for each individual cluster and aggregating the

scores, it may favor large numbers of small clusters (one

cluster with a low score does not impact the aggregated

score as much). However, we found that clusterings

with a large number of clusters are not assigned amuch

higher score than those with a smaller number of clus-

ters. Thus, one can also use 𝑐𝑣 to determine an appro-

priate number of clusters. Hence, we find 𝑐𝑣 adequate

for comparing the quality of clusterings resulting from

different configurations.

2.4 Limitations

While the components whose interactions we study

have been chosen to be both typical and representative

of a wide range of components that practical clustering

pipelines may be composed of, they can only be exam-

ple instances as there are many other options. We have

therefore made our test suite available for download
5
.

Some design choices, explained above, were made to

keep the project and in particular the number of exper-

iments manageable.

Another limitation of this study lies in the choice

of datasets used in the experiments. They all have rela-

tively few categories (at most seven) and are all reason-

ably balanced. The largest imbalance is found in the

Reuters dataset where the largest category, USA Pol-

itics (2559) is five times larger than the smallest cate-

gory, Environment (515). There could be many situa-

tions where the datasets contain many more categories

or have a more unbalanced ground truth. Thus, the re-

sults of this work provide approximate parameter val-

ues for practitioners to initiate configuring their own

system but should not be taken as universal truths.

3 Results
The results are presented as a qualitative analysis with

the 2D plots (Figures 2-5) in Section 3.1, and a quantita-

tive analysis presented in Sections 3.2 and 3.3. Details

on how the scores were attained and processed are de-

scribed below.

Combining all the possible configurations that can

be constructed from Table 2 yielded 1792 total combi-

nations distributed over 8 setups. The experiments, de-

scribed in Section 2, were conducted by running all con-

figurations on each dataset. Each configuration was

run three times to account for non-deterministic com-

ponents such as K-Means, UMAP, and the coherence

measure 𝑐𝑣 . The mean ARI, AMI, and 𝑐𝑣 of the three

runs on each configuration are considered to be the fi-

nal scores of the configuration in question. In the text,

performance refers to these scores and a better perfor-

mance is a higher score. Figure 6 shows aggregated re-

sults obtained by averaging the performance figures for

all configurations of each setup. Since the number of di-

mensions of the clustering space has a major influence

on the results, it is kept as the X-axis, thus giving rise to

trend plots that describe trends depending on the num-

ber of dimensions.

3.1 Visualization in 2D
The 2D plots in Figure 2–5 visualize the vectorized doc-

ument spaces reduced to two dimensions. While the

plots cannot be translated directly into higher dimen-

sions, one can qualitatively compare the vector spaces

with the corresponding results in the trend plots. There

are clear differences between the 2D vector spaces cre-

ated with UMAP and PCA. By adding the label color, it

is clearly visible that the UMAP reductions keep a more

defined geometry of the data corresponding to the orig-

inal labeling.

3.2 Aggregated Trends per Setup
The trend plots shown in Figure 6 are an attempt to pro-

vide a general view of how well the setups work and

how this depends on the number of dimensions. In or-

der to obtain a compact comparison of all setups we

illustrate their trends for each dataset-metric pair, i.e.,

there is one figure for each pair. Each figure contains

8 trend lines, one per setup. Each aggregated trend line

shows the mean score (vertical axis) over all parameter

settings for the given dataset and metric, depending on

the dimension setting (horizontal axis).

The aggregated trends in Figure 6 show that the

mean score is less in 2D than in 5D and higher. For most

setups, the score increases until somewhere between

5https://github.com/antoneklund/Systematic_
Parameter_Search_News_Article_Clustering
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Figure 2: 2D UMAP reductions of Doc2Vec vectors.

Figure 3: 2D UMAP reductions of BERT vectors.

Figure 4: 2D PCA reductions of Doc2Vec vectors.

Figure 5: 2D PCA reductions of BERT vectors.
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SNACK

AG News

REUTERS

Figure 6: Aggregated trends for the SNACK (top), AG News (middle), and Reuters datasets (bottom). The evaluation

metrics are ARI (left), AMI (middle), and 𝑐𝑣 (right).

10D and 15D, after which there is no significant change.

The exception is the setup bert_pca_hdbscan, which de-

creases after a peak in performance. (On SNACK, the

setup bert_pca_kmeans is another exception, showing

a similar behavior.)

The ARI and AMI scores for the setups does not in-

dicate that more than 50D are needed. However, when

looking at the 𝑐𝑣 scores in Figure 6, there are setups

(bert_pca_kmeans and doc2vec_pca_kmeans) that are

still on a rising trend at 50D.

Some patterns re-occur across the different datasets.

Setups that include BERT tend to perform better than

those using Doc2Vec. This is true for AG News and

Reuters but not for SNACK where the trends look sim-

ilar for both vectorization methods. Also, more often

than not setups that use UMAP seem to give rise to

higher scores than the ones using PCA when the other

two components are kept unchanged.
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Figure 7: Dimension reduction mean time comparison

over dimension for the Reuters dataset. UMAP with

n_neighbors = 20 is around 6𝑠 and PCA is around 0.5𝑠 .

Figure 8: Clustering time comparison over dimension

for the Reuters dataset.

Figure 9: The different scores of 𝑐𝑣 on the Reuters

dataset depending on the UMAP variable n_neighbors.

Figure 10: Comparison of time required to perform the

UMAP dimension reduction depending on the variable

n_neighbors.

3.3 Configurations

For the various configurations, there are large quanti-

ties of data that mostly tie into the individual datasets.

Hence, showing all of them is not meaningful. There-

fore, we present a sample of, as we hope, informative

configurations in Tables 3–5. We chose the best con-

figuration for each setup. Three tables are presented,

one for each of the evaluation metrics ARI, AMI, and

𝑐𝑣 . The best-performing configuration for a dataset is

highlighted. This is most often bert_umap_hdbscan

or bert_umap_kmeans but on the SNACK dataset,

doc2vec_umap_hdbscan also achieves a high score.

In addition to these, we chose the Reuters dataset

to show the relation between the number of clusters

and the final score in Figure 11. The plots report all

scores for ARI, AMI, and 𝑐𝑣 divided into the different

setups. For the Reuters dataset, the ground truth num-

ber of clusters is seven, and this is also where we find

the highest scores for ARI and AMI. The topic modeling

score 𝑐𝑣 attains a higher value for a number of clusters

larger than the ground truth.

The mean dimension reduction wall times for PCA

and UMAP with different settings of the parameter

n_neighbors are shown in Figure 7. PCA is faster than

UMAP by a large margin. UMAP computation time in-

creases significantly along with n_neighbors. However,
the computation time is rather unaffected by increasing

the number of dimensions from 2D to 50D.

The average 𝑐𝑣 score per UMAP n_neighbors set-

ting for the Reuters dataset is plotted in Figure 9. The

boxes are similar, which means that the parameter has

only a small impact on the score. The best-performing

setting is n_neighbors = 20 where the mean score is

slightly higher than for the other settings. Related to

this is the dimension reduction time reported for differ-

ent n_neighbors that are shown in Figure 10. It can be
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Figure 11: Relation between the number of clusters and the score for different metrics in the Reuters dataset.

Data Setup Dim

Alg.

setting

Nr of

clusters

Time ARI

S
N
A
C
K

bert_umap_kmeans 25 6 6 10.82 0.56
bert_umap_hdbscan 15 320 7 20.27 0.58
doc2vec_umap_kmeans 15 6 6 12.5 0.55
doc2vec_umap_hdbscan 50 640 6 21.05 0.58
bert_pca_kmeans 25 6 6 2.62 0.51
bert_pca_hdbscan 15 160 6 6.37 0.50
doc2vec_pca_kmeans 50 6 6 2.02 0.50
doc2vec_pca_hdbscan 15 160 6 7.26 0.45

A
G
N
E
W
S

bert_umap_kmeans 10 4 4 31.06 0.67
bert_umap_hdbscan 50 2560 4 1288.69 0.59
doc2vec_umap_kmeans 5 4 4 30.19 0.26
doc2vec_umap_hdbscan 15 160 5 75.11 0.28
bert_pca_kmeans 50 4 4 5.82 0.64
bert_pca_hdbscan 5 2560 4 16.79 0.57
doc2vec_pca_kmeans 50 4 4 3.73 0.17
doc2vec_pca_hdbscan 3 80 5 4.29 0.09

R
E
U
T
E
R
S

bert_umap_kmeans 50 7 7 14.62 0.69
bert_umap_hdbscan 25 160 10 14.47 0.70
doc2vec_umap_kmeans 15 7 7 5.09 0.12
doc2vec_umap_hdbscan 25 80 8 6.27 0.13
bert_pca_kmeans 15 7 7 1.61 0.50
bert_pca_hdbscan 15 20 16 2.33 0.69
doc2vec_pca_kmeans 50 14 14 2.68 0.09
doc2vec_pca_hdbscan 25 10 17 5.66 0.08

Table 3: A table of the best configuration according

to ARI for each setup on each dataset. The column

‘Alg. setting’ reports the number 𝑘 of clusters in K-

Means and min_cluster_size in HDBSCAN.

seen that the computation time increases with larger

n_neighbors as well as with the size of the dataset.

4 Discussion

The purpose of this study has been to help practitioners

limit the time spent on building a clustering system and

tuning its hyperparameters. The following discussion is

structured according to the three main degrees of free-

dom, namely the number of dimensions, the choice of

components, and the parameter tuning.

Data Setup Dim

Alg.

setting

Nr of

clusters

Time AMI

S
N
A
C
K

bert_umap_kmeans 25 6 6 10.81 0.54
bert_umap_hdbscan 15 320 7 20.27 0.55
doc2vec_umap_kmeans 15 6 6 11.33 0.54
doc2vec_umap_hdbscan 25 640 6 16.55 0.55
bert_pca_kmeans 25 6 6 2.62 0.51
bert_pca_hdbscan 15 160 6 6.37 0.49
doc2vec_pca_kmeans 50 6 6 2.02 0.49
doc2vec_pca_hdbscan 7 160 6 3.23 0.45

A
G
N
E
W
S

bert_umap_kmeans 10 4 4 31.06 0.64
bert_umap_hdbscan 25 2560 3 68.6 0.63
doc2vec_umap_kmeans 3 8 8 30.26 0.31
doc2vec_umap_hdbscan 15 160 5 75.11 0.31
bert_pca_kmeans 50 4 4 5.82 0.6
bert_pca_hdbscan 5 2560 4 16.79 0.54
doc2vec_pca_kmeans 50 16 16 11.09 0.24
doc2vec_pca_hdbscan 3 80 5 4.29 0.15

R
E
U
T
E
R
S

bert_umap_kmeans 50 7 7 14.62 0.69
bert_umap_hdbscan 25 160 10 14.47 0.71
doc2vec_umap_kmeans 10 56 56 8.1 0.24
doc2vec_umap_hdbscan 10 10 62 8.1 0.24
bert_pca_kmeans 25 14 14 2.18 0.6
bert_pca_hdbscan 15 20 16 2.33 0.66
doc2vec_pca_kmeans 50 224 224 10.27 0.24
doc2vec_pca_hdbscan 25 5 47 6.29 0.18

Table 4: A table of the best configuration according

to AMI for each setup on each dataset. The column

‘Alg. setting’ reports the number 𝑘 of clusters in K-

Means and min_cluster_size in HDBSCAN.

4.1 Dimension

The number of dimensions of the clustering vector

space is relevant for the clustering result. Too few di-

mensions will remove relevant information from the

vector space, and too many dimensions may make the

clustering drop in performance and become computa-

tionally inefficient. The difficulty lies in quantifying

too few and too many. The results of this study show

that performance typically increases from 2D to some-

where between 10D and 15D, where the increase stag-

nates. The expected performance drop in higher dimen-

sions due to the curse of dimensionality does not seem
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Data Setup Dim

Alg.

setting

Nr of

clusters

Time 𝑐𝑣

S
N
A
C
K

bert_umap_kmeans 50 96 96 13.01 0.67
bert_umap_hdbscan 5 20 41 19.56 0.73
doc2vec_umap_kmeans 15 12 12 7.00 0.68
doc2vec_umap_hdbscan 15 40 17 20.98 0.71
bert_pca_kmeans 50 96 96 11.31 0.65
bert_pca_hdbscan 50 20 12 16.98 0.64
doc2vec_pca_kmeans 50 96 96 9.63 0.68
doc2vec_pca_hdbscan 50 5 105 26.69 0.67

A
G
N
E
W
S

bert_umap_kmeans 50 246 256 82.13 0.67
bert_umap_hdbscan 50 20 140 116.43 0.73
doc2vec_umap_kmeans 25 128 128 87.21 0.57
doc2vec_umap_hdbscan 5 10 107 52.09 0.60
bert_pca_kmeans 50 64 64 31.78 0.67
bert_pca_hdbscan 50 40 14 369.37 0.63
doc2vec_pca_kmeans 50 128 128 62.03 0.61
doc2vec_pca_hdbscan 5 10 38 9.59 0.5

R
E
U
T
E
R
S

bert_umap_kmeans 25 224 224 11.21 0.78
bert_umap_hdbscan 15 20 63 8.74 0.79
doc2vec_umap_kmeans 50 112 112 10.81 0.58
doc2vec_umap_hdbscan 25 5 187 17.53 0.62
bert_pca_kmeans 50 224 224 11.08 0.72
bert_pca_hdbscan 50 5 147 12.44 0.75
doc2vec_pca_kmeans 50 448 448 16.02 0.63
doc2vec_pca_hdbscan 15 5 47 4.20 0.55

Table 5: A table of the best configuration according to

𝑐𝑣 for each setup on each dataset. The column ‘Alg. set-

ting’ reports the number 𝑘 of clusters in K-Means and

min_cluster_size in HDBSCAN.

to pose a significant problem for the range of dimen-

sions tested in this article. Hence, for a system that has

to perform well on unknown data, a reasonable initial

guess would be to use 15D or (moderately) higher.

While a higher-dimensional vector space (within

the range in this study) seems to ensure better perfor-

mance, it has to be weighed against the resulting in-

crease in computation time. As seen in Figure 7, the

cost of performing the dimension reduction itself does

not significantly depend on the number of dimensions.

Instead, the most significant factor affecting the effi-

ciency of the dimension reduction is the size of the

dataset and (in the case of UMAP) the n_neighbors pa-
rameter as shown in Figure 10. As seen in Figure 8, the

clustering times increase very slowly in higher dimen-

sions. Still, the increase in clustering time indicates that

the number of dimensions should be kept down if there

is no significant performance gain.

We recommend attempting to find a balance be-

tween efficiency and desired performance. As previ-

ously mentioned, the performance increase tends to

stagnate around 15D. Hence, as a rule of thumb, we rec-

ommend a reduction to a range from around 15D to 25D.

Future work will need to be conducted to study the im-

pact of a number of dimensions higher than 50D, which

was the limit in this study.

4.2 Choice of Components

The trend plots in Figures 6 give insights into the com-

ponent performance, and the 2D plots of the vector

spaces in Figures 2–5 add a geometrical view of the re-

sults. From this, we draw the following observations.

4.2.1 Vectorization Method

The performance of setups that include BERT is better

or similar to that of setups that include Doc2Vec when

all other components are the same. We can also see that

the highlighted best-performing configurations always

include BERT in Tables 3–5. At best, Doc2Vec achieves

on-par results with BERT on SNACK. Thismakes us con-

clude that BERT as a vectorization method is preferable

over Doc2Vec, and we recommend using it in a cluster-

ing pipeline.

4.2.2 Dimension Reduction

For dimension reduction, the setups using UMAP yield

more stable results, with the scores increasing until

they stabilize at around 10D. PCA sometimes shows

peaks in scores for configurations around 5D to 15D.

However, the performance decreases in higher dimen-

sions as seen in Figure 6. We note in Tables 3–5 that

setups with UMAP achieve the top scores. Therefore,

UMAP generally seems like a more stable recommen-

dation. However, in this context, it is worth recalling a

major advantage of PCA that is not highlighted in the

experiments of this article. Namely, that the axes of

its coordinate system correspond to the Eigenvectors

computed in the course of matrix decomposition. As

such, these axes carry a distinct mathematical mean-

ing, which is important for explainability. A common

application of this fact is to use the explained variance

of the axes for analysis (Raunak et al., 2019).

For visualization purposes, the choice of UMAP is

evident when comparing the 2D plots of UMAP in Fig-

ures 2 and 3, with PCA in Figures 4 and 5. The vec-

tor spaces for the UMAP-reduced datasets form clear

clusters without mixing the categories. This result is

expected as preserving cluster structure in lower dimen-

sions is something that neighbor graph methods were

designed to do.

Nevertheless, if explainability is not a major con-

cern, it seems safe to conclude that UMAP as a compo-

nent in the document clustering pipeline is preferable

over PCA because of both performance stability and vi-

sualization properties. This is also supported in the lit-

erature by Allaoui et al. (2020). However, PCA performs

well in certain configurations and is more efficient. PCA

could therefore be preferable in situations where strict

time constraints must be obeyed or it is important to

be able to interpret the vector space axes.

Northern European Journal of Language Technology



4.2.3 Clustering Algorithm

Our results show that HDBSCAN generally performs

well in combination with UMAP. K-Means also dis-

plays good performance but achieves slightly lower

scores than HDBSCAN. First and foremost, perfor-

mance tends to be determined by the other components

and particularly the vectorization. It is therefore sensi-

ble to leave the choice of clustering algorithm to the

practitioner who can visualize the vector space (prefer-

ably with UMAP) to obtain information about its shape

and make an informed decision (Eklund and Forsman,

2022).

HDBSCAN combined with PCA is the only setup

that sometimes exhibits a downward trend after a peak

around 5D to 15D. This could signal that HDBSCAN is

inferior to K-Means at handling the shrinking variance

in distance that occurs in higher dimensions. However,

this phenomenon does not occur in all setups involv-

ing HDBSCAN, meaning that the behavior cannot be

caused by HDBSCAN alone. In fact, the peaks some-

times occur in the best-performing configuration for a

dataset. Therefore, we cannot discourage combining

PCA with HDBSCAN, but we do advise caution when

using this combination.

The rightmost plots (with the metric 𝑐𝑣) in Figure 6

show that a topic model could be successfully created

with any combination of UMAP or PCA, and HDB-

SCAN or K-Means. The performance is again mostly

dependent on the vectorization. Furthermore, while

the performance increase often seems to stagnate in

higher dimensions, setups with PCA and K-Means keep

improving. This indicates that increasing the number

of dimensions beyond what was done in this study

may eventually turn PCA and K-Means into the best-

performing combination.

4.3 Parameter Tuning

Parameter tuning is the task most dependent on the

dataset. However, being able to trust that the system

is well configured is especially important when facing

unseen data, and thus when tuning is most difficult. Ta-

bles 3–5 contain the best-performing configurations for

each setup. These tables give some ideas of what is im-

portant when choosing a parameter setting.

One central aspect appears to be the number of clus-

ters. For ARI (Table 3) and AMI (Table 4), it is clear that

if the clustering produces a number of clusters closer to

the number of gold labels, then the score will be higher.

Where this fails, such as setups involving Doc2Vec for

the Reuters dataset in Table 4, is when the score is so

low that the setup should be discarded no matter the

configuration. The recommendation that the number of

clusters should stay close to the number of gold labels

is also supported by Figure 11, where the highest scores

are obtained by values around seven for nr_clusters. In
a real-world environment, it could of course be difficult

to make practical use of this observation because the

“real” number of clusters may not a priori be known.

Strategies exist for finding an optimal number of clus-

ters for a dataset that can be used to set the parameter

𝑘 for K-Means (Kodinariya et al., 2013). In this regard,

an advantage of HDBSCAN is that min_cluster_size is
related to the dataset size, which is usually known.

The metric 𝑐𝑣 used to evaluate topic modeling sys-

tems favors pipeline configurations that result in a

larger number of clusters than the coarse categoriza-

tion of the annotated data; see Table 5. This is also indi-

cated by the large values for both 𝑐𝑣 and nr_clusters in
the rightmost plot in Figure 11. Some benefits of using

smaller values of min_cluster_size, which yield a larger

number of clusters, have been suggested for topic mod-

eling of short social media texts (Asyaky and Mandala,

2021). Our results let us agree with this recommenda-

tion for longer news article texts as well. Overall, the

clustering algorithms show comparative performances

when applied to the same vector space. Hence, there

does not seem to be any harm in choosing the algorithm

based on domain and application knowledge.

Computational efficiency is an aspect practitioners

may have to take into account. UMAP takes consider-

ably longer time to compute than PCA as shown in Fig-

ure 7 and supported by the benchmarking comparison

found in the UMAP documentation
6
. UMAP complex-

ity is bound by the calculation of n_neighbors and has

empirically been shown to be 𝑂 (𝑁 1.14) (McInnes et al.,

2018). Our results support this by showing a wall time

that essentially increases linearly, as shown in Figure 10.

From Figure 9 we can also see that n_neighbors in gen-

eral has a low impact on the overall scores. If there are

any patterns, it is that smaller values of n_neighbors are
more frequently present in the best-scoring configura-

tions. In UMAP, the parameter n_neighbors is supposed
to weigh retaining the local structure against retain-

ing the global structure of the data (smaller vs. larger

n_neighbors, respectively). Judging from the results in

this study, we presume that it is better to focus on pre-

serving the local structure, as also supported in Asyaky

and Mandala (2021).

In conclusion, the choice of parameters should

be based on how many clusters one expects to find,

weighed against any efficiency constraints the system

may have. There are indications that the UMAP param-

eter n_neighbors should be chosen with a lower value to
preserve the local structure of the data when working

with document embeddings.

6https://umap-learn.readthedocs.io/en/
latest/benchmarking.html
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5 Conclusions
After systematically studying different setups of vector-

ization, dimension reduction, and clustering together

with a large number of parameter settings, we conclude

that the vectorization component has the most signifi-

cant impact on the performance of the system and that

BERT usually results in a better embedding space for

clustering than Doc2Vec. When reducing the vector

space, vectors should not be reduced to less than 15D.

UMAPmost frequently exhibits better performance and

visualization capabilities than PCA. However, PCA can

be favored if computational efficiency or explainability

is required. The clustering algorithms perform roughly

on par with each other but with a slight advantage to

HDBSCAN over K-Means. The choice of a clustering

algorithm ultimately comes down to knowledge about

the dataset and application domain. Influencing that

choice, and all the parameters of the setup, are mainly

the computation time and the number of clusters that

the data shall be divided into.

The popularity of the practical pipeline for docu-

ment clustering and topic modeling studied in this pa-

per is unlikely to decrease in the near future. With this

in mind, we think that additional work aiming to eval-

uate and improve such systems is required. This study

used labeled data to assess the performance of differ-

ent setups and configurations. While we were able to

draw a number of general rule-of-thumb conclusions

that will hopefully benefit the practitioner, there is no

getting around the fact that, ultimately, a lot of domain

knowledge is required in concrete practical scenarios.

The use of automatic measurements, as done in this

study, can be one way of coming up with reasonable

settings. However, we believe that such methods have

intrinsic limitations in contexts whose end users are

humans, e.g., consumers of news articles or readers of

online advertisements. In such cases, we believe it to

be necessary to complement automatic assessments of

the quality of clusterings or topic models by systematic

methods based on human judgment. How this can be

done in a qualified manner with reasonable budgets ap-

pears to be an open question that deserves the focus of

future research.
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Abstract People differ fundamentally in what motivates them to pursue a goal and how they approach it. For instance, some people
seek growth and show eagerness, whereas others prefer security and are vigilant. The concept of regulatory focus is employed in
psychology, to explain and predict this goal-directed behavior of humans underpinned by two unique motivational systems – the
promotion and the prevention system. Traditionally, text analysis methods using closed-vocabularies are employed to assess the
distinctive linguistic patterns associated with the two systems. From an NLP perspective, automatically detecting the regulatory
focus of individuals from text provides valuable insights into the behavioral inclinations of the author, finding its applications in areas
like marketing or health communication. However, the concept never made an impactful debut in computational linguistics research.
To bridge this gap we introduce the novel task of regulatory focus classification from text and present two complementary German
datasets – (1) experimentally generated event descriptions and (2) manually annotated short social media texts used for evaluating
the generalizability of models on real-world data. First, we conduct a correlation analysis to verify if the linguistic footprints of
regulatory focus reported in psychology studies are observable and to what extent in our datasets. For automatic classification, we
compare closed-vocabulary-based analyses with a state-of-the-art BERT-based text classification model and observe that the latter
outperforms lexicon-based approaches on experimental data and is notably better on out-of-domain Twitter data.

1 Introduction

What motivates a person to pursue a goal and what type
of strategies they apply to achieve this goal differs from
person to person. For instance, some people brush regu-
larly to maintain healthy teeth and gums, while others
do the same to avoid cavities; their goal is the same but
the motivation is different. The regulatory focus (RF)
theory (Higgins, 1997, 1998) from psychology, explains
the goal-directed behavior of humans underpinned by
two unique motivational systems – promotion and pre-
vention. Promotion-focused individuals approach a goal
by striving for achievements, taking an eager approach,
and are interested in maximizing the gains. On the other
hand, prevention-focused ones strive for security, are
sensitive to losses, avoid negative outcomes, avert risks,
and are vigilant. This framework is predominantly used
to explain consumer behavior, organizational behavior,
message framing, or information processing (Crowe and
Higgins, 1997; Aaker and Lee, 2001; Lanaj et al., 2012;
Sassenberg et al., 2014, i.a.).

Automatic detection of regulatory focus helps psy-
chology researchers to bypass the need for manual cod-
ing or self-reports which are prone to social desirability.
Automatic detection would allow for a more objective
and standardized measurement of regulatory focus, re-
moving egocentric biases and subjectivity. In the case
of downstream applications, like computer-mediated
communication, understanding the behavioral inclina-
tion of a person allows one to tailor response messages
to fit their motivational orientation, facilitating a more
persuasive and effective dialogue between the interlocu-
tors. Such tailoring of messages to match the dominant
regulatory focus has proven effective in health commu-
nication, promoting positive behavior change in areas
like exercise (Latimer et al., 2008a), diet (Latimer et al.,
2008b), and dental hygiene (Updegraff et al., 2007). It has
also been successfully applied in organizational behav-
ior, marketing, leadership, and many other domains of
psychology (Sassenberg and Vliek, 2019, p.51-64). With
more than 1,500 journal publications and more than
70,000 citations, the concept is prominent in psychology
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Statement Reg. Focus

(A) I woke up early because I did not want
to miss the bus and be late for the class

Prevention

(B) I woke up early because I wanted to be
on time for my favorite class

Promotion

Table 1: Examples of prevention and promotion-focused
statements

and related disciplines1. However, this concept has not
received any attention in computational linguistics.

Previous studies on the topic of regulatory focus
have reported that distinctive linguistic signatures are
observed in an individual’s text formulation correspond-
ing to their goal attainment strategies (Semin et al., 2005;
Vaughn, 2018). Other studies relied on differences in
linguistic features to manipulate regulatory focus or
persuade people with a specific regulatory focus. Over-
all, we conclude that promotion and prevention focus
resonate with different linguistic patterns. Inspired by
these findings and their practical application in com-
munication, we formulate the novel task of regulatory
focus classification as an author profiling task.

Consider the two statements in Table 1, both describ-
ing a person’s motivation to wake up early. In Statement
(A), the person wants to avoid negative outcomes like
missing the bus or being late for the class, which points
to a risk-averting motivation or prevention focus. On
the contrary, in Statement (B), the person sounds eager
and focuses on the positive outcome of being on time
for the class which warrants promotion focus. As noted
earlier, despite the presence of distinctive stylistic varia-
tions and linguistic cues, no attempts to automatically
classify texts into promotion or prevention-focus have
been reported yet. Also, there are no publicly available
datasets annotated with regulatory focus categories.

In the course of our study, we create datasets con-
taining event descriptions and social media data, in Ger-
man, labeled with regulatory focus notions. We use
correlation analysis to investigate the linguistic signa-
tures of regulatory focus and ascertain the validity of
our datasets. Further, we conduct text classification ex-
periments to explore the possibility of automatically de-
tecting regulatory focus concepts from text. Our experi-
ments show that a BERT-based classifier outperforms
lexicon-based approaches popularly used in psychology
and the classifier can generalize from experimental data
to Twitter data.

The main contributions of the paper are (1) an in-
troduction to the task of regulatory focus classifica-
tion, (2) experimental and real-world datasets anno-
tated with RF categories, (3) a correlation analysis to

1https://www.webofscience.com/wos/woscc/citation-report/
aac080af-4516-427f-bf6f-ae9e89494de9-57fbd01c

verify to what extent the findings from studies on reg-
ulatory focus as observable in the dataset using tra-
ditional methods and (4) performance comparison of
RF classification using standard measures from psy-
chology vs. state-of-the-art methods from NLP. Our re-
search aims to serve as a starting point for exploring
the concept from a computational linguistics perspec-
tive and enable future studies. The datasets created
as part of this study are freely available for research
purposes. They can be accessed together with the cor-
responding code at https://www.ims.uni-stuttgart.de/
data/author-regulatory-focus-detection.

2 Background

2.1 Regulatory focus

The regulatory focus theory (RFT) posits that all goal-
directed behavior of humans is regulated by two distinct
motivational systems, promotion and prevention (Hig-
gins, 1997, 1998). Promotion-focused individuals are
motivated by their growth and development needs, try
to attain their ideal selves by eagerly approaching a goal
and are sensitive to positive outcomes. On the contrary,
prevention-focused individuals are motivated by their
security needs, try to attain their ought selves by vigi-
lantly approaching a goal and are sensitive to negative
outcomes (Brockner and Higgins, 2001). RFT has been
employed in domains like organizational psychology
(Crowe and Higgins, 1997; Lanaj et al., 2012), consumer
psychology (Aaker and Lee, 2001; Higgins, 2002) and
health communication (Keller, 2006; Kees et al., 2010)
to explain phenomena like decision making (Crowe and
Higgins, 1997; Higgins, 2002; Sassenberg et al., 2014),
social relations (Righetti et al., 2011) and information
processing (Aaker and Lee, 2001).

Regulatory focus varies interindividually and situa-
tionally. Hence, each individual has a chronic regulatory
focus (similar to differences in personality factors). In ad-
dition, events can induce a situational regulatory focus.
Darkness and strange noises will for instance induce a
situational prevention focus. Researchers often employ
priming experiments in which they vary (the recall of)
events to situationally induce promotion or prevention
focus in individuals (Higgins et al., 2001; Hamstra et al.,
2014), which is also the main data collection method
used in this study. Such approach for text corpus anno-
tation and collection has been shown to work in the NLP
context, for instance in emotion classification (Troiano
et al., 2019, 2023).

Semin et al. (2005) investigated how an individual’s
motivation affects the use of language and reported dis-
tinctive linguistic signatures of individuals correspond-
ing to their goal attainment strategies or regulatory fo-
cus. They observed that promotion-focused individuals
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Promotion Prevention

Success Positive activating emotions Positive non-activating emotions
enthusiasm, happiness, hope, pride, cheerfulness contentment, relief, relaxation, calmness

Failure Negative non-activating emotions Negative activating emotions
disappointment, sadness, dejection, depression anxiety, fear, anger, shame, hate

Table 2: A mapping of emotions related to a regulatory focus category and outcome of a particular situation (suc-
cess/failure) (drawn following Brockner and Higgins, 2001).

convey intentions and goals in abstract terms character-
ized by interpretive action verbs (e.g., hurts), state verbs
(e.g., hate), and adjectives. On the contrary, individu-
als with a prevention focus tend to use more concrete
terms like descriptive action verbs (e.g., walk, throw).
Further in promotion focus, individuals tend to view
their goals as hopes and aspirations, while in preven-
tion focus, they tend to view their goals as duties and
obligations (Higgins, 1997, 1998). Vaughn (2018) notes
differences in language use when describing hopes (fo-
cus on positive outcomes) as compared to duties (focus
on social relationships). Conley and Higgins (2018) used
lexical analysis of essays as an RF measure.

In consumer psychology, the influence of regulatory
focus orientation on the persuasiveness of messages has
been investigated with reference to “message framing”
or the linguistic presentation of information (Aaker and
Lee, 2001; Cesario et al., 2013, i.a.). The persuasiveness
of a message is enhanced when it is framed to fit the
regulatory focus inclination of the recipient or reader
(Higgins, 2000). In this study, we focus on the imprints
of regulatory focus left behind by the author of a text.

Regulatory focus is a psychological variable that
varies inter-individually like a personality trait and
varies situationally like emotions, which makes it a ma-
nipulable attribute (Higgins et al., 2001; Hamstra et al.,
2014). While personality and emotion have been investi-
gated in author profiling studies (Stamatatos et al., 2015;
Rangel and Rosso, 2016a, i.a.,), regulatory focus has not
received any attention there.

Authorship profiling, an application of text analysis
relevant for this study, involves assessing the properties
of the author like age, gender, personality, and emotion
from their linguistic signatures in text (Goswami et al.,
2009; Argamon et al., 2003; Nowson and Oberlander,
2006; Pennebaker et al., 2003; Gill et al., 2008; Rangel
and Rosso, 2016b). While some of these properties are
stable, such as gender and age, others, such as emotion,
vary based on the author’s current situation or state
of mind. Regulatory focus is a psychological variable
that varies inter-individually like a personality trait and
varies situationally like emotions (e.g., anxiety Gaudry
et al. (1975)), which makes it a manipulable attribute
(Higgins et al., 2001; Hamstra et al., 2014). While per-
sonality and emotion have been investigated in author

profiling studies (Stamatatos et al., 2015; Rangel and
Rosso, 2016a, i.a.,), regulatory focus has not received
any attention there.

2.2 Emotionality and regulatory focus

The relationship between emotionality and regulatory
focus has been explored in a few studies (Higgins et al.,
1997; Brockner and Higgins, 2001). Emotions arise from
an interaction between a person and a situation. While
valence and arousal dimensions help to understand the
experienced emotions, regulatory focus aids to explain
why an emotion is experienced in a given situation. The
nature and magnitude of an emotional reaction when
a person succeeds or fails in their attempt to achieve
a goal is influenced by their regulatory focus orienta-
tion. When a desired end-state (success) is achieved,
promotion-focused individuals experience positive acti-
vating emotions like cheerfulness and happiness, while
prevention-focused individuals experience positive non-
activating emotions like relaxation and calm. Similarly,
negative non-activating emotions like sadness are re-
lated to promotions focus, and negative activating emo-
tions like anger, hate, and fear are linked to prevention
focus when an undesired end-state (failure) is encoun-
tered. Table 2 shows an approximate mapping of dif-
ferent emotions with respect to regulatory focus and
situational outcome (Brockner and Higgins, 2001).

In the current study, we collect data by manipulat-
ing situational regulatory focus and present the task of
regulatory focus classification from the text. Also, the
annotators wield the knowledge of the relationship be-
tween emotions and regulatory focus to facilitate better
annotation of real-world Twitter data.

3 Data collection
We create three different datasets as part of this study –
two containing self-reported event descriptions (EDD-1
and EDD-2) and onemanually annotated Twitter dataset
(TwD). The event description datasets are created by
regulatory focus manipulation experiments and contain
self-reported event descriptions provided by participants
who were experimentally primed for one of the regu-
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Fo
cu
s

Instructions

Pr
om

ot
io
n

... a situation in which you felt you made progress
towards (being successful in your life / achieving a goal
that is important to you).
... a situation in which, compared to others, you felt
like you were not making any progress towards (being
successful in your life / achieving something).
... a situation in which you wanted to attain something
that was very important to you personally, and in
which you were able to do as well as you ideally would
like.

Pr
ev
en
ti
on

... a situation in which being careful enough avoided
from getting into trouble.
... a situation in which lack of caution caused you to
get into trouble.
... a situation in which you behaved in a way that no
one could have found fault with.

Table 3: Instructions used to prime promotion or preven-
tion focus. All instructions started with Please describe..
The text in italics shows the minor difference in the for-
mulation in the datasets given as (EDD-1/EDD-2).

latory focus conditions. The Twitter dataset contains
manually annotated tweets. While the event description
datasets, generated using well-established psychologi-
cal experiments, contain high-quality annotations, they
are not naturally produced text. The Twitter dataset, on
the other hand, contains real-world data, nevertheless
might not be on par with the experimental data in terms
of the quality of annotations, given the risk of noise
introduced by annotators. However, evaluating the ef-
ficiency of models, exposed only to experimental data,
on real-world data helps to assess the extent to which
such models can be employed in practical applications.

3.1 Self-reported event descriptions

We create two self-reported event description datasets
(to which we refer as EDD-1 and EDD-2) using a stan-
dard experiment employed in psychology to manipulate
regulatory focus (Higgins et al., 2001; Hamstra et al.,
2014, i.a.). Participants are asked to recount an event
from their past based on a given regulatory focus condi-
tion. The instructions are formulated in a way to prime
participants to temporarily re-experience a situation in
which they held a promotion or a prevention focus. For
each condition, three different situations are presented
where they succeeded or failed. For example, in the
promotion success condition, they are asked, “Please
describe an experience in which you felt you were mak-
ing progress toward being successful in your life”, which
points to a situation, where they were eagerly seeking
a positive end state (being successful) and managed to

achieve it. To induce a prevention focus they are for
instance asked, “Please describe an experience where a
lack of caution caused you to get into trouble”. In this situ-
ation, they are primed to recount an event in which they
did not exercise caution which resulted in a negative
outcome. See Table 3 for an overview of instructions (Ap-
pendix A&B shows complete instructions in German).

EDD-1 and EDD-2 are in German and differ only
on a few accounts. EDD-1 is a consolidation of data
from seven independent studies, both published and un-
published (Sassenrath et al., 2014; Hamstra et al., 2014;
Sassenberg et al., 2015). The original purpose of these
studies was not to collect data for NLPmodeling; instead,
for psychology research that required the manipulation
of regulatory focus.2 The majority of the participants
were university students and the number of participants
per study ranged between 28 to 172. Every participant
contributed to three questions related to one of the regu-
latory focus conditions. The questions were presented in
an open-ended format, so the length and quality of the
texts vary substantially. The length of responses ranges
from 4 to 308 tokens3 with a mean response length of
38.3 (median = 33).

The data collection experiment for the second event
description dataset (EDD-2), following the same proce-
dure as EDD-1, is conducted on a crowd-sourcing plat-
form (Clickworker4), with the participation restriction
as “working at least 50% of a full employment” to include
a broader demographic. The questionnaire is formulated
in terms of goal achievement in a work context. Similar
to the previous experiment, we collect three responses
per participant corresponding to either promotion or
prevention. Participants are mandated to write a mini-
mum of 150 characters for each open-ended question.
The questionnaire was completed by 455 participants.
The length of responses ranges from 5 to 748 tokens3

with a mean response length of 51.3 (median = 41). Table
4 shows examples from EDD-1.

3.2 Annotated tweets

When an individual actively participates in a social me-
dia activity, such as posting on Twitter, the action is
driven by underlying motivational factors. We build
upon this assumption to create a Twitter data dataset
(TwD), a social media dataset to investigate the real-
world occurrences of the regulatory focus concepts. In
order to eliminate noisy content from Twitter and priori-
tize instances that are more likely to reflect motivational
inclinations, we gather a subset of tweets that convey

2We received the data through personal communication and agreed
with the original authors to make the data available upon acceptance
of this paper.

3We use https://www.nltk.org/api/nltk.tokenize.html#nltk.tokenize.
word_tokenize

4https://www.clickworker.com/
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Dataset RF Example (German) Translation (English)

EDD-1 Prom. (1) Fast immer dann, wenn Durchhaltevermögen über einen
längeren Zeitraum gefragt war.

(1) Almost always when perseverance was
required over a longer period of time.

(2) Als ich zwei Monate lang nichts tat außer saufen und chillen. (2) When I didn’t do anything for two
months except drink and chill.

(3) Ich konnte am Wochenende zum See fahren, weil ich nicht
ganz so viele Klausuren haben wie andere.

(3) I could go to the lake on weekends, be-
cause I did not have quite as many exams
as others.

Prev. (1) Beim Skifahren habe ich nicht genügend aufgepasst und bin
beinahe in einen Baum gefahren.

(1) I didn’t pay enough attention when ski-
ing and almost crashed into a tree.

(2) Wir kletterten verbotenerweise als Jugendliche auf ein Dach
einer Hütte und wurden erwischt.

(2) As adolescents, we illegally climbed onto
the roof of a hut and were caught.

(3) Zu viel Alkohol auf einer Party hat dazu geführt, dass ich
leichtsinnig mein Handy verloren habe.

(3) Too much alcohol at a party made me
recklessly lose my phone.

TwD Prom. Wir sind so stolz und erleichtert – unsere Präsentation in Of-
fenburg war ein Erfolg! Danke an alle für die Unterstützung!

We are so proud and relieved – our presen-
tation in Offenburg was a success! Thanks
everyone for the support!

Prev. Ich hasse es, dass ich nichts aus meinem Leben mache und nur
vergammel. Und meine Ernährung ist auch grauenhaft.

I hate that I don’t do anything with my life
and just rot. And my diet is terrible too.

Table 4: Examples from EDD-1 and TwD with their translations to English.

subjective emotional experiences. We ensure this by
selecting tweets that starts with a first-person pronoun
(“Ich” or “Wir”) and at least one emotion word (See Ap-
pendix C.1 for the list of emotion words). The messages
to be annotated are sub-sampled from the period 2016 to
2019. Further, they are required to contain less than 20%
hashtag tokens, no images, no URLs, and not the word
“corona”. We sampled 1,500 instances to be annotated.

Annotating tweets with regulatory focus categories
is quite challenging for non-expert annotators. Prepara-
tory to the actual annotation, training sessions are con-
ducted to make sure the concepts are understood well.
We update the annotation guidelines accordingly (see
Appendix C) to support the quality of the annotation.
We instructed the annotators to label each instance with
one of the four labels – (1) prevention, (2) promotion, (3)
neither promotion nor prevention or (4) not sure. The in-
stances labeled as neither promotion nor prevention or
not sure were disregarded to retain only the most confi-
dent instances.5 From the 1,500 annotated tweets, we
retained instances in which both annotators agreed on
the two labels promotion (Cohen’s 𝜅=.42) or prevention
(𝜅=.39), which amounts to 923 ( 61.5%) tweet instances.
Table 4 shows some examples.

To understand the characteristics and differences
between the datasets we look into some descriptive
statistics on the distribution of labels and tokens in the
collected datasets as shown in Table 5. The label dis-
tribution is relatively balanced in the event description

5In Appendix F we include a discussion on the occurrence of neutral
instances in real-world data and address regulatory focus classification
as a tertiary classification task.

Label stats Token stats

Dataset Prom. Prev. Tot. Max Min Median

EDD-1 776 799 1575 309 4 33.0
EDD-2 678 582 1260 746 5 41.0
TwD 655 268 923 61 11 22.0

Table 5: Descriptive statistics of labels and tokens distri-
bution in the collected datasets.

datasets which can be attributed to the collection pro-
cedure. However, in the Twitter dataset, the imbalance
is prominent as the data is representative of real-world
occurrences wherein out of the filtered 923 annotated
tweets around 70% are labeled as promotion. Regarding
the text length, we note that the TwD dataset contain-
ing only tweets maintains a minimum word count of 11
words, while the event description datasets contain very
long as well as very short texts. So, in the real-world
scenario that we are considering in this study, the texts
are relatively short and prevention scenarios are scarce
compared to promotion.

4 Linguistic correlation analysis

As discussed in Section 2, previous research has reported
that authors’ regulatory focus orientation leaves dis-
tinctive markers in their language use. Semin et al.
(2005) studied abstractness or concreteness of words
used, while Brockner and Higgins (2001) looked into
expressed emotionality and Vaughn (2018) investigated
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the differences in the description of hopes vs. duties.
Conley and Higgins (2018) used lexical analysis of es-
says as a measure to regulatory focus.

To investigate these linguistic features, they use the
psychological categories defined in dictionary-based
methods like Linguistic Inquiry and Word Count (LIWC,
Pennebaker et al., 2015). Our analysis aims at confirm-
ing that these findings on the linguistic intricacies of
regulatory focus are observable in our datasets as well.
This serves on one side as a replication study of previous
work and on the other side as a preliminary study for
developing automatic RFT classifiers based on these lex-
ical resources. We consider the datasets EDD-1, EDD-2,
and TwD for this analysis.

4.1 Method
A commonly used dictionary-basedmethod employed to
analyze text samples automatically is to count words cor-
responding to psychologically relevant categories, which
is also referred to as the word-count approach (Stone
and Hunt, 1963; Gottschalk and Gleser, 1979; Berry et al.,
1997, i.a.). We use this closed-vocabulary approach to
understand the relationship between a set of predefined
psychological categories and regulatory focus. To our
knowledge, there are no publicly available dictionaries
that encapsulate different psychological concepts, let
alone in German. For this reason, we resort to two com-
mercially available text analysis systems with support
for German, namely LIWC(Pennebaker et al., 2015) and
100W 6(Spitzer, 2019).

LIWC is one of the most popularly used tools in
psychology for automated text analysis. It relies on
exact matches with words, word stems, and selected
emoticons. 100W employs various NLP disambiguation
techniques on top of the lexicons. For instance, it dis-
ambiguates word senses named entity recognition and
word embeddings to count only specific senses of a word.
Both tools do not provide access to their raw dictionar-
ies but return the relative frequency of terms in each
category per text.

We use the measure of point-biserial correlation
(Glass and Hopkins, 1996) to explain the correlation be-
tween the regulatory focus label of instances (a discrete
value) and the relative frequency of any given psycholog-
ical variable (a continuous value). If𝑛 is the total number
of instances in the dataset, then the point-biserial corre-
lation 𝜌pb is calculated as

𝜌pb =
𝜇prev − 𝜇prom

𝜎𝑛

√︂
𝑛prev𝑛prom

𝑛(𝑛 − 1) , (1)

where 𝜇prom and 𝜇prev are the mean values of the con-
tinuous variable for promotion and prevention labeled
instances respectively, 𝜎𝑛 the standard deviation of the

6https://www.100worte.de/en/science

continuous variable, and 𝑛prom and 𝑛prev the frequencies
of the promotion and prevention labels, respectively,
within the dataset. The point-biserial correlation coeffi-
cient ranges from −1 to +1 indicating perfect negative
and perfect positive correlation, respectively. A high
positive correlation coefficient suggests that the rela-
tive frequency of the psychological variable tends to
be higher when the instance label is prevention. Con-
versely, a high negative correlation coefficient indicates
that the relative frequency of the variable is higher when
the label is promotion. The magnitude and sign of the
correlation coefficient provide insights into the strength
and direction of the relationship between the regulatory
focus label and the psychological variable.

To account for the potential issue of multiple com-
parisons and control the family-wise error rate, we apply
Bonferroni correction (Bonferroni, 1936), a method to
adjust the significance level when conducting multiple
statistical tests simultaneously. It divides the desired
overall significance level (𝛼) by the number of compar-
isons to derive the adjusted significance level for each
individual test. In our study, since we perform multiple
point-biserial correlation tests between the regulatory
focus label and various psychological variables, we di-
vide the 𝛼 level by the number of correlations to obtain
the adjusted 𝛼 level.

4.2 Experimental setup
We use the German version of the LIWC 2015 dictio-
nary (DE-LIWC2015) and the 100W API to analyze all
instances in our datasets, to obtain the relative frequen-
cies corresponding to each of the included psychological
categories. For the analysis, we take into account 80
LIWC categories and all 49 categories from 100W7. To
calculate the point-biserial correlation, we use the im-
plementation from scipy.8 For Bonferroni correction, we
set the desired overall significance level (𝛼) to 0.05 and
the adjusted significance level is calculated by dividing
it by the number of psychological categories in each
lexicon. We also calculate 95% confidence intervals for
each point biserial correlation coefficient, considering
the adjusted alpha level and the degrees of freedom.9

4.3 Results
We look into those categories which show a high corre-
lation with promotion and prevention focus labels and
compare the observed trends of different psychological
categories in our datasets with previously reported re-
lationships between these concepts and the regulatory
focus orientation of the author. We report the point

7See Appendix D for the complete list of categories.
8https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.

pointbiserialr.html
9We use the percent point function (t.ppf) from scipy.stats
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LIWC 100W

EDD-1 EDD-2 TwD EDD-1 EDD-2 TwD

categories corr. CI corr. CI corr. CI corr. CI corr. CI corr. CI

achievement −.38* [−.47, −.29] −.36* [−.46, −.26] −.11 [−.24, .03] −.18* [−.28, −.08] −.30* [−.41, −.19] −.04 [−.17, .09]
adjective −.19* [−.29, −.08] −.21* [−.32, −.10] −.12 [−.26, .01] −.11* [−.22, −.01] −.09 [−.21, .02] .04 [−.09, .18]
affect −.17* [−.27, −.07] −.17* [−.28, −.06] −.08 [−.21, .05] — — — — — —
affiliation .12* [.02, .22] .02 [−.10, .13] −.03 [−.16, .11] .05 [−.06, .15] −.07 [−.19, .04] .03 [−.10, .16]
anger .10 [−.01, .20] .03 [−.08, .15] .62* [.54, .70] .15* [.04, .25] .08 [−.04, .19] .60* [.51, .68]
anxiety .08 [−.03, .18] .06 [−.05, .18] .12 [−.01, .25] .20* [.10, .30] .20* [.09, .32] .10 [−.04, .23]
article −.11* [−.21, −.00] .07 [−.05, .19] −.04 [−.18, .09] −.11* [−.21, −.00] .05 [−.06, .17] −.01 [−.14, .13]
auxverb .14* [.04, .25] .10 [−.02, .21] −.22* [−.34, −.09] .08 [−.02, .19] .04 [−.08, .15] −.23* [−.35, −.10]
clout .11* [.00, .21] .11 [.00, .23] −.17* [−.30, −.04] — — — — — —
compare −.16* [−.26, −.06] −.18* [−.30, −.07] .04 [−.09, .18] — — — — — —
differ −.04 [−.15, .06] −.13* [−.24, −.02] .17* [.04, .30] — — — — — —
discrep .06 [−.05, .16] .02 [−.09, .14] .10 [−.03, .23] .18* [.08, .28] .14* [.02, .25] .00 [−.13, .14]
drives −.14* [−.24, −.04] −.22* [−.33, −.10] −.11 [−.24, .02] — — — — — —
feel −.13* [−.24, −.03] −.19* [−.30, −.08] .01 [−.13, .14] — — — — — —
feminine .11* [.00, .21] .01 [−.11, .12] .07 [−.06, .20] .16* [.06, .26] .08 [−.04, .20] −.10 [−.23, .03]
focuspresent .11* [.01, .21] −.04 [−.15, .08] −.22* [−.34, −.09] — — — — — —
i −.07 [−.18, .03] −.07 [−.18, .05] .14* [.01, .27] −.07 [−.18, .03] −.06 [−.18, .05] .17* [.04, .30]
insight −.15* [−.25, −.05] −.14* [−.26, −.03] −.03 [−.16, .10] — — — — — —
negemo .09 [−.01, .20] .12* [.00, .23] .36* [.25, .48] .19* [.09, .29] .11 [−.01, .22] .35* [.23, .47]
negpower — — — — — — .16* [.05, .26] .18* [.07, .29] .08 [−.05, .22]
posachieve — — — — — — −.27* [−.36, −.17] −.33* [−.43, −.22] −.02 [−.16, .11]
posemo −.26* [−.36, −.16] −.26* [−.37, −.16] −.39* [−.51, −.28] −.01 [−.12, .10] −.09 [−.20, .03] −.26* [−.38, −.13]
reward −.30* [−.40, −.21] −.37* [−.47, −.27] −.11 [−.24, .02] −.26* [−.36, −.16] −.38* [−.48, −.28] −.07 [−.20, .06]
risk .25* [.15, .35] .27* [.16, .38] .01 [−.13, .14] .25* [.15, .35] .29* [.18, .40] .08 [−.06, .21]
sadness .01 [−.10, .11] .01 [−.11, .12] −.23* [−.36, −.11] .01 [−.10, .11] −.02 [−.14, .10] −.23* [−.36, −.10]
social .14* [.04, .25] .06 [−.06, .18] .03 [−.10, .17] — — — — — —
sv — — — — — — −.04 [−.15, .06] −.06 [−.18, .06] .39* [.27, .50]
tone −.27* [−.36, −.17] −.26* [−.37, −.15] −.47* [−.57, −.37] — — — — — —
we .16* [.06, .26] .06 [−.06, .18] −.05 [−.18, .08] .16* [.06, .26] .06 [−.06, .18] −.04 [−.17, .10]
work −.40* [−.49, −.31] −.29* [−.39, −.18] .00 [−.13, .14] — — — — — —

Table 6: Point-biserial correlation between regulatory focus labels (prevention–promotion) and relative frequencies for
the categories in LIWC and 100W discussed in Section 4.3. 𝑛 takes the value of 1575, 1260 and 923 for EDD-1, EDD-2
and TwD respectively. The correlations considered significant (p-value < 0.05) are marked with a * symbol.

biserial correlation coefficient, and the lower bound and
upper bound of the 95% confidence interval, of the cat-
egories for which the correlation was statistically sig-
nificant after Bonferroni correction. Table 6 shows the
point-biserial correlation between the regulatory focus
labels and the relative frequencies of categories in LIWC
and 100W, mentioned in the following discussion. In
order to ensure meaningful and reliable conclusions, we
exclude categories that appear in only one of the lexi-
cons and exhibit statistically significant correlations in
only one of the datasets. This decision was based on
the understanding that drawing substantial conclusions
from such observations would be challenging and could
potentially lead to unreliable findings.

Risk and reward: LIWC and 100W approximate the
prevention and promotion concepts with their categories
risk and reward respectively (Meier et al., 2019; Spitzer,
2019). In the event description datasets, the risk category
of LIWC significantly correlated with prevention (.25

for EDD-1, .27 for EDD-2) and reward category with
promotion (.30 for EDD-1, .37 for EDD-2) categories. For
100W, the values are slightly lower yet significant for
risk (.25 for EDD-1, .29 for EDD-2) and reward (.26 for
EDD-1, .38 for EDD-2). In the Twitter dataset, they show
only a very weak correlation to the same categories, but
also statistically significant. We conclude that the risk
and reward categories represent an approximation of
the regulatory focus concepts in EDD-1/2.

Emotionality: In promotion focus, individuals experi-
ence positive-activating emotions like cheerfulness and
happiness on successfully achieving the desired goal.
While in prevention focus they experience positive non-
activating emotions like relaxation and relief. Similarly,
on failing to attain the desired goal, in promotion focus,
people experience negative non-activating emotions like
sadness. At the same time, in prevention focus they
experience negative activating emotions like anger and
hate (Higgins, 1997; Brockner and Higgins, 2001).
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LIWC and 100W represent affective states in the
categories positive emotion, negative emotion, tone, anxi-
ety, anger, and sadness. They do not include categories
corresponding to all different magnitudes of emotional
activation (e.g., calmness, fear, hope), which proves to be
a drawback of these lexicon-based methods in capturing
the characteristics of regulatory focus.

We make following observation to be aligned with
previous studies. In both 100W and LIWC, anger, a
negative activating emotion, correlates with prevention
focus (.6 and .62 resp.) and sadness, a negative non-
activating emotion, correlates with promotion focus (.23)
in the Twitter data. In 100W, the anxiety category is pos-
itively correlated to prevention in the event description
datasets (.2 for EDD-1/2). The tone category in LIWC,
representing overall the positive tone of a text, highly
correlates with promotion focus in all datasets (.27 for
EDD-1, .26 for EDD-2 and .47 for TwD). The Twitter
dataset reflects findings on emotionality more reliably
than the event description datasets.

Abstractness vs. concreteness: Semin et al. (2005)
argued that markers of abstractness and concreteness in
language are associated with the promotion and preven-
tion focus, respectively. They attributed state verbs (e.g.,
love, hate), interpretive action verbs (i.e., hurt, console)
and adjectives to abstractness and descriptive action
verbs (e.g., walk, throw) to the concreteness of language.
The category adjective in both LIWC and 100W shows
a significant correlation to promotion focus in event
description datasets (.19 for EDD-1, .2 for EDD-2, and
.11 for EDD-1), reinforcing the claim made in Semin
et al. (2005). The mentioned verb classes are, however,
not included as psychological categories in LIWC. In
100W only descriptive action verbs and state verbs are
defined, but they do not show any consistent pattern
across datasets. We conclude that not all aspects of
language abstraction are represented.

Hopes and duties: Goals are viewed as duties and
obligations in prevention focus, and as hopes and as-
pirations in promotion focus. Vaughn (2018) observed
that people talk more about positive outcomes when de-
scribing hopes which are reflected in the categories pos-
itive emotion, reward, and achievement. While describing
duties the focus is on maintaining social relationships
which is represented in the categories social processes
and affiliation.

Corroborating with these findings, a significant cor-
relation with the promotion label is observed for the
LIWC categories positive emotion (.26 for EDD-1, .26
for EDD-2), reward (.30 for EDD-1, .37 for EDD-2) and
achievement (.38 for EDD-1, .36 for EDD-2) for event
description datasets. For Twitter data and 100W lexicon,
significant correlation patterns are not observed. The

social processes and affiliation categories do not show
any consistent pattern across lexicons or datasets.

We construe that some, but not all linguistic mark-
ers from studies on regulatory focus are discernible in
our datasets. Existing dictionary-based methods have
the drawback that they capture emotionality only in
terms of a few psychological categories (e.g., anger, sad-
ness, anxiety) and do not include activating and non-
activating emotions discussed in Section 2.2. Addition-
ally, there are significantly correlated categories not
being invested in previous studies (drives, feel).

5 Classification experiments
The linguistic correlation analysis sheds some light on
the strengths and limitations of traditional automated
text analyses. We go one step further to assess how well
we can automatically predict the regulatory focus of the
author from the text. To this end, we explore open and
closed vocabulary text classification methods.

5.1 Methods
5.1.1 Closed vocabulary approach

We use the LIWC and the 100W analyses used earlier
as candidates for the closed vocabulary approach. We
consider all psychological categories defined in both
tools and as noted earlier, these tools do not provide
access to the raw dictionaries, instead, return the relative
frequency of terms in each category per text. We use
these relative frequency values and reweight them with
logistic regression on the training data.

5.1.2 Open vocabulary approach

We use two machine-learning-based approaches. The
first is a tf-idf-bag-of-words logistic regression classifier
with unigrams and bigrams. The second is BERT-based
(Devlin et al., 2019), a bidirectional transformer-based
language model pre-trained with masked token predic-
tion and next-sentence prediction objectives. We use
the deepset/GBERT-large10 (Chan et al., 2020) model
which is trained on a large dataset sourced from Com-
mon Crawl, German Wikipedia, legal data, movie sub-
titles, parliament speeches, and books. We fine-tune
BERT on our regulatory focus-annotated data for a se-
quence classification task.

5.2 Experimental setup
We conduct our classification experiments on the three
regulatory focus labeled datasets. We conduct 10-fold
cross-validation on the event description datasets EDD-
1, EDD-2, and EDD-1+2, and identify the best event

10https://huggingface.co/deepset/gbert-large
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description dataset suited for the task. We then evaluate
all our models trained on the best dataset on the out-of-
domain TwD dataset.

For the LIWC and 100W experiments, we weight
their output with logistic regression models from
sklearn11 with default parameters. The details of each
model are as follows:
LR_LIWC: We use the German version of the LIWC
2015 dictionary (DE-LIWC2015). The output file from
the software contains relative frequencies of words from
all psychological categories per document. We use these
relative frequency values as features.
LR_100W: The API from 100W accepts a text document
to be analyzed and returns a JSON response containing
relative frequencies of all psychological categories. We
use these relative frequency values as features.
LR_TFIDF: We use the TfidfVectorizer from
sklearn12 to vectorize the documents and use NLTK13

to remove the German stopwords.
GBERT: We use the pre-trained German BERT model
deepset/GBERT-large with 24-layer, 1024-hidden, 16-
heads and 335M parameters. For fine-tuning, we use
the BertForSequenceClassification14 implemen-
tation from Hugging Face (Wolf et al., 2020). During
fine-tuning, we set the number of epochs to 8, the learn-
ing rate to 10−5, and the batch size to 16. Additionally, to
prevent over-fitting, we monitor the validation loss and
stop training if it does not improve for 5 steps. For other
hyper-parameters, we used the default values from the
implementation.15.

We split the datasets into training, validation, and
test sets by allocating 80% for training, 10% for valida-
tion, and 10% for testing. We perform 10-fold cross-
validation and in each fold, we assess the performance
of the model trained on 80% of the data, on two separate
test datasets: the 10% reserved as the test set and the
annotated Twitter data. The validation split of data was
utilized only for GBERT fine-tuning.

5.3 Results

Table 7 shows the performance of comparison between
all models and a random baseline, of 10-fold cross-
validation on EDD-1, EDD-2, and EDD-1+2 datasets.
Table 7 also presents the results of the models trained
on the best dataset evaluated in the TwD dataset.

We see that the performance of both closed
vocabulary-based approaches LR_100W and LR_LIWC
are almost similar on all of the event description dataset

11https://scikit-learn.org/stable/modules/generated/sklearn.
linear_model.LogisticRegression.html

12https://scikit-learn.org/stable/modules/generated/sklearn.
feature_extraction.text.TfidfVectorizer.html

13nltk.corpus.stopwords.words(’german’)
14https://huggingface.co/transformers/model_doc/bert.html
15See Appendix E for more information on fine-tuning.

settings. The LR_TFIDF model on the other hand out-
performs closed-vocabulary models by a good margin
on all event description datasets (average accuracy of
0.86 on EDD-1, 0.81 on EDD-2 and 0.87 on EDD-1+2).
Also, as hypothesized, the GBERT model outperforms
all other models in the majority of the experiments, with
an average accuracy above 0.91 when trained on any of
the event description datasets.

Evaluations on the event description datasets show
that models perform better when trained on a combina-
tion of both event description datasets, possibly because
it adds more diversity to the topics and helps the models
to learn better generalizations. So we conclude EDD-1+2
to be the best dataset and use it as training data to test
generalizations on out-of-domain datasets.

For LR_100W and LR_LIWC, despite their reason-
ably good performance on event description datasets,
the accuracy on the out-of-domain TwD dataset is in
most cases only slightly better than the random base-
line and sometimes worse. Additionally, the number of
instances labeled as prevention (268/923) is quite low
compared to the promotion label. The closed-vocabulary
approaches have a high recall compared to other meth-
ods, with 100W giving the best recall for prevention.
Overall, LR_LIWC performs better than LR_100W on
the out-of-domain dataset.

The LR_TFIDF model outperforms LR_100W and
LR_LIWC on TwD datasets with an accuracy of 0.58.
This observation supports the argument that there are
possibly more lexical features that capture the regu-
latory focus concepts, however, cannot essentially be
represented as dictionaries of words.

Finally, the GBERTmodel outperforms all othermod-
els when trained on the EDD-1+2 dataset.16

5.4 Error analysis
We conduct an error analysis in order to get a
comprehensive understanding of the best model’s
(GBERT+EDD-1+2) behaviour and its generalization ca-
pability to real-world Twitter instances. The analysis
involved comparing the representations generated by
the pre-trained language model before and after fine-
tuning for the regulatory focus classification task. Addi-
tionally, we manually examine instances misclassified
by the model to identify common error patterns.

Representation comparison: To understand how
fine-tuning for the task affects representations gener-
ated by the model, we employ a t-SNE visualization
which reduces the high-dimensional representations

16To ensure a fair comparison, we conducted experiments using non-
linear models, such as SVM, Random Forest, and Gradient Boosting.
However, logistic regression was observed to produce more stable
results across LIWC, 100W, and tf-idf features and across datasets.
See Appendix F for comparison of these results.
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Cross validated on corresponding dataset

Promotion Prevention

Train Dataset Model P R F1 P R F1 Acc

EDD-1 random .49 ± .06 .50 ± .06 .49 ± .05 .51 ± .07 .50 ± .06 .50 ± .06 .50 ± .04
LR_LIWC .78 ± .03 .76 ± .05 .77 ± .03 .77 ± .05 .79 ± .05 .78 ± .04 .77 ± .02
LR_100W .77 ± .06 .76 ± .04 .76 ± .03 .77 ± .05 .77 ± .06 .77 ± .03 .77 ± .03
LR_TFIDF .89 ± .02 .83 ± .04 .85 ± .02 .84 ± .05 .89 ± .02 .86 ± .03 .86 ± .02
GBERT .91 ± .05 .93 ± .03 .92 ± .03 .94 ± .03 .91 ± .05 .92 ± .03 .92 ± .03

EDD-2 random .53 ± .06 .48 ± .06 .50 ± .05 .45 ± .07 .49 ± .07 .47 ± .06 .49 ± .05
LR_LIWC .77 ± .04 .77 ± .05 .77 ± .04 .73 ± .07 .73 ± .05 .73 ± .05 .75 ± .04
LR_100W .78 ± .03 .77 ± .06 .77 ± .03 .73 ± .07 .74 ± .06 .74 ± .05 .76 ± .04
LR_TFIDF .77 ± .05 .94 ± .03 .84 ± .03 .90 ± .06 .67 ± .07 .77 ± .06 .81 ± .04
GBERT .90 ± .04 .94 ± .05 .92 ± .03 .93 ± .05 .87 ± .05 .90 ± .02 .91 ± .02

EDD-1+2 random .52 ± .04 .50 ± .05 .51 ± .04 .50 ± .04 .52 ± .03 .51 ± .03 .51 ± .03
LR_LIWC .78 ± .02 .77 ± .03 .77 ± .02 .76 ± .03 .78 ± .02 .77 ± .02 .77 ± .01
LR_100W .78 ± .04 .77 ± .03 .77 ± .04 .76 ± .03 .77 ± .04 .76 ± .03 .77 ± .03
LR_TFIDF .86 ± .02 .88 ± .03 .87 ± .02 .88 ± .03 .85 ± .02 .86 ± .02 .87 ± .02
GBERT .94 ± .02 .91 ± .04 .93 ± .02 .92 ± .04 .94 ± .03 .93 ± .01 .93 ± .02

EDD-1+2 Best Model (trained on EDD-1+2) tested on TwD

random .71 ± .02 .50 ± .02 .58 ± .02 .29 ± .02 .50 ± .03 .37 ± .02 .50 ± .02
LR_LIWC .79 ± .01 .46 ± .04 .58 ± .03 .34 ± .01 .70 ± .03 .46 ± .01 .53 ± .02
LR_100W .76 ± .03 .33 ± .03 .46 ± .03 .31 ± .01 .75 ± .04 .44 ± .02 .45 ± .01
LR_TFIDF .77 ± .02 .57 ± .05 .66 ± .04 .37 ± .03 .59 ± .02 .45 ± .02 .58 ± .04
GBERT .82 ± .04 .61 ± .10 .70 ± .05 .41 ± .03 .66 ± .14 .50 ± .05 .63 ± .04

Table 7: Cross-validation results (summarized as mean ± standard deviation) for all models trained on different event
description datasets

Example (German) Translation (English) Gold Label

1. Ich hasse mein Leben langsam, ich hab einfach kein
Glück... Ich finde keine Arbeit und werde deswegen ange-
meckert

1. I’m starting to hate my life, I just don’t have any
luck.... I can’t find a job and I get bitched at for it

prevention

2. Ich hasse den "Sommer" ... Ich kann da nie einschlafen,
weil es zu warm ist ._.

2. I hate the "summer" ... I can never fall asleep there
because it’s too warm ._.

prevention

3. Ich habe Angst.Angst dich zu verlieren oder Angst wie
ich damit klar kommen werde wenn du nicht mehr da
bist.

3. I am afraid of losing you or afraid of how I will cope
when you are gone.

prevention

4. Ich hoffe nur Sie lesen nicht allzu viele von den Kom-
mentaren hier unter IhremBeitrag! So viel Hass undHetze
würde ich selbst mit Ihrem Gehalt nicht lange durch-
stehen! Bleiben Sie stark für eine tolerante, weltoffene
Gesellschaft.

4. I just hope you don’t read too many of the comments
here under your post! I wouldn’t last long with that
much hate and agitation even on your salary! Stay
strong for a tolerant, open-minded society.

promotion

5. Ich bin so froh das Chingy nichts passiert ist. Ich wäre
wortwörtlich fast vor Sorge gestorben.Zum Glück ist es
nochmal "gut" ausgegangen..

5. I am so glad that nothing happened to Chingy. I
would have literally almost died of worry.fortunately it
is once again "well" ended.

promotion

6. Die leute waren traurig und wütend.Ich bin froh dass
sie friedlich geblieben sind nach diesem Tag.

6. People were sad and angry. I’m glad they stayed
peaceful after that day.

promotion

Table 8: Instances from TwD dataset misclassified by the GBERT+EDD-1+2 model.
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into a two-dimensional space (van der Maaten and Hin-
ton, 2008). Figure 1 shows this visualization on the
test splits generated using the deepset/gbert-large
model, before and after fine-tuning.

We see distinct clusters after fine-tuning. However,
in the TwD data it lacks clear separability compared
to the event description dataset. This questions the
extent of the model’s ability to generalize to real-world
instances and emphasizes the need to investigate and
understand the types of errors made by the model.

Common error patterns: We extend the error analy-
sis by manually going through misclassified instances
to understand the pattern and characteristics of the
model’s most frequent errors. We take into account the
tweets that have been classified incorrectly in every fold
in the 10-fold cross-validation setting, . Table 8 shows
examples corresponding to the two main types of errors
discussed in this section.

We observe that the emotion hate is completely ab-
sent in the event description dataset, despite being one
of the most frequently occurring emotions in the Twitter
data, accounting for about 25% of the instances in the
annotated data. The emotion hate is a negative activat-
ing emotion often associated with a prevention motive.
Interestingly, when examining misclassified instances
related to prevention, we find that 87% of them contain
the emotion word hate (Examples 1, 2). However, due to
the absence of this emotion word in the training data,
the model was unable to capture this particular nuance
accurately. Other false negatives in the promotion class
also point to the fact that the model fails to capture
the relationship between emotions and regulatory focus
category accurately (Example 3).

In misclassified instances of promotion, a common
error arises when the text mentions a negative event and
is followed by an expression of optimism or anticipation
for something positive (Examples 4, 5, 6). This occur-
rence refers to the emotion of hope, which is associated
with promotion. Many incorrectly classified promotion
tweets exhibit this pattern. These instances express el-
ements of both promotion and prevention, hence the
model encounters challenges in accurately classifying
them.

6 Conclusion

In this study, we bring attention to regulatory focus,
a construct used in psychology to explain the goal-
oriented behavior of humans. To encourage NLP re-
search into this topic, we introduce the novel task of
regulatory focus classification (promotion vs. prevention)
and datasets of experimental and real-world data anno-
tated with the concept. Our correlation analysis with
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Figure 1: t-SNE visualization of representations gener-
ated by the pre-trained deepset/gbert-large model
before (left) and after fine-tuning (right) on event-
description data for regulatory focus classification.

lexicons uncovers corroborating evidence from previ-
ous research and also highlights some limitations of
dictionary-based approaches. Further, we apply auto-
matic text classificationmethods for regulatory focus de-
tection. The results show that a language-model-based
classifier outperforms models which rely on lexical-level
features. Our best model identifies the regulatory focus
inclination of a person from text with high accuracy and
can be considered a strong baseline for future research.
Further, by evaluating the best model on manually anno-
tated Twitter data, we confirm the generalization capa-
bility of the model on unseen domains. We achieve good
results by disregarding the preconceived relationship
between an a priori list of words and psychological cat-
egories. Instead, relying only on the language model’s
capability to learn them shows the best performance on
the task. Nevertheless, a model that can combine these
two aspects would be worth investigating further.

We also acknowledge that tweets might be too short
or sometimes too vague in terms of context for themodel
to make a reliable prediction. As RFT is a concept in be-
tween stable traits and variable states, consolidating
multiple texts from the same author could be one possi-
ble way to produce a more accurate prediction on the
author’s regulatory focus.

Regulatory focus detection can find practical appli-
cations in general computer-mediated communication
and human-computer interaction, where automatically
identifying the needs, motivations, traits, etc., of the
collocutor, ensures more efficient communication. For
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instance, a message that addresses the needs and moti-
vation of the collocutor could be more persuasive or be
received more positively. In future research, we would
like to investigate paraphrasing of a given text to fit the
regulatory focus of the counterpart and to what degree
it influences the persuasiveness of a text.

7 Limitations
In this study we consider regulatory focus as a binary
classification problem as supported by the framework
of regulatory focus theory. While it was deemed appro-
priate for the current study, it may not be adequate for
the real-world applications like Twitter. This is because
there could be neutral instances which do not reflect the
motivational orientation of the author owing to the lim-
ited context. Even though we heuristically subset tweets
expressing emotional experience, by reducing it to a bi-
nary classification task, our classifier could potentially
be misrepresenting the regulatory focus landscape in
real-world scenarios. Additionally, a truly neutral moti-
vational orientation is not well supported in the current
theoretical framework.

In order to ensure practical applicability, future work
could explore establishing predetermined conditions or
criteria for selecting potential texts that can be used to
identify the regulatory focus of authors. By defining
specific guidelines or requirements for text inclusion, a
focused analysis can be conducted on the relevant texts
that provide valuable insights into individuals’ regula-
tory focus orientations.

8 Ethical considerations
The regulatory focus manipulation experiment collects
personal experiences from participants which can be
classified as sensitive data. However, the study was con-
ducted online and we do not store any personally iden-
tifiable information of the participants, to ensure that
the original author cannot be traced back from the data.
Before the start of the regulatory focus manipulation
experiment, informed consent was read and explicitly
acknowledged by the participants. Instructions to the
participants detailed the purpose and procedure of the
study, the remuneration, and data handling (see Ap-
pendix B for full instructions). Participation in the study
was voluntary and participants were compensated as
agreed, after completing the task. They were also in-
formed that they could quit the experiment at any point
or revoke the consent before submission.

We acknowledge that a system which can predict
the regulatory focus accurately can not only be used to
promote positive behavior change in areas like health
care. It can also raise serious ethical concerns. Auto-

mated assessment of psychological constructs from text
can potentially be employed to profile people based on
their regulatory focus orientation, manipulate or per-
suade them in targeted marketing, political campaigns,
or other persuasive endeavors. Also, employing inac-
curate systems in downstream applications may result
in unintended consequences as the system can make
incorrect assessment about the behavioral inclinations
of the person.

If automatic detection of regulatory focus is imple-
mented in any application, the end-users should be ex-
plicitly notified that the system assumes knowledge of
an individual’s personality and behavioral patterns, and
might entail biases. To prevent any kind of misuse, it is
crucial to establish ethical guidelines and ensure trans-
parency in the usage and obtain informed consent from
the users. Responsible use, strict data governance, and
clear communication about the limitations and potential
risks of the system are essential to safeguard individuals’
rights.

The study we presented in this paper is a novel at-
tempt to automatically label regulatory focus which
could be lacking in many aspects. We acknowledge that
the bias contained in the data and the chosen method
may inadvertently perpetuated or amplified. We do not
advocate the use of our methods in any fully automated
downstream applications.
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A EDD-1 data creation

A.1 Experiment questionnaire

Bedingung 1: In diesem letzten Teil möchten wir Sie
bitten, sich an einige persönliche Erlebnisse aus Ihrer
Vergangenheit zu erinnern. Dabei kann es sich beispiel-
sweise um Erfahrungen handeln, die Sie im Laufe Ihrer
Schulzeit bzw. Ihres Studiums oder in Ihrem Privatleben
gemacht haben. Bitte beschreiben Sie in einigen Sätzen
drei verschiedene Erlebnisse Ihrer Vergangenheit:

1. Bitte beschreiben Sie ein Erlebnis, bei dem Sie das
Gefühl hatten, Sie machen Fortschritte dahinge-
hend, in Ihrem Leben erfolgreich zu sein.

2. Bitte beschreiben Sie ein Erlebnis, bei dem Sie
das Gefühl hatten, Sie machen keine Fortschritte
dahingehend, in Ihrem Leben erfolgreich zu sein.

3. Bitte beschreiben Sie ein Erlebnis, bei dem Sie im
Vergleich zu anderen Personen dazu fähig waren,
das zu bekommen, was Sie wollen.

Bedingung 2: In diesem letzten Teil möchten wir Sie
bitten, sich an einige persönliche Erlebnisse aus Ihrer
Vergangenheit zu erinnern. Dabei kann es sich beispiel-
sweise um Erfahrungen handeln, die Sie im Laufe Ihrer
Schulzeit bzw. Ihres Studiums oder in Ihrem Privatleben
gemacht haben. Bitte beschreiben Sie in einigen Sätzen
drei verschiedene Erlebnisse Ihrer Vergangenheit:

1. Bitte beschreiben Sie ein Erlebnis, bei dem eine
ausreichende Vorsicht Sie davor bewahrt hat, in
Schwierigkeiten zu geraten.

2. Bitte beschreiben Sie ein Erlebnis, bei dem eine
mangelnde Vorsicht dazu geführt hat, dass Sie in
Schwierigkeiten geraten sind.

3. Bitte beschreiben Sie sowie ein Erlebnis, bei dem
Sie sich so verhalten haben, dass niemand etwas
daran hätte aussetzen können.

A.2 Experiment questionnaire (transla-
tion)

Condition 1: In this last part, we would like you to
recall some personal experiences from your past. These
can be, for example, experiences you had during your
school years or studies or in your private life. Please
describe in a few sentences three different experiences
from your past:

1. Please describe an experience where you felt you
were making progress toward being successful in
your life.

2. Please describe an experience in which you felt
you were not making progress toward being suc-
cessful in your life.

3. Please describe an experience where youwere able
to get what you want compared to other people.

Condition 2: In this last part, we would like you to
recall some personal experiences from your past. These
can be, for example, experiences you had during your
school or university years or in your private life. Please
describe in few sentences three different experiences
from your past:

1. Please describe an experience in which being suffi-
ciently careful kept you from getting into trouble.

2. Please describe an experience where a lack of cau-
tion caused you to get into trouble.

3. Please describe an experience in which you be-
haved in a way that no one could have found fault
with.
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B EDD-2 data creation

B.1 Introduction
Liebe Untersuchungsteilnehmerin, lieber Untersuchung-
steilnehmer, vielen Dank für die Bereitschaft, an der
Studie teilzunehmen! Bitte lesen Sie sich die folgenden
Informationen sorgfältig durch und entscheiden dann
über Teilnahme oder Nichtteilnahme an dieser Studie.

Inhalt: In dieser Studie untersuchen wir, wie unter-
schiedliche Zielverfolgungsstrategien zusammenhän-
gen. Dazu werden wir Sie bitten, offene Fragen zu Situa-
tionen aus der Vergangenheit zu beantworten, in denen
Sie (un)erfolgreich Ziele verfolgt haben. Danach folgen
einige Fragen zu Ihrem Verhalten am Arbeitsplatz und
zu der Verfolgung von Leistungszielen.

Studienablauf und Bezahlung Insgesamt dauert die
Studie in etwa 8-10 Minuten. Alle Teilnehmenden erhal-
ten dafür eine Entlohnung von 1.50 €. Die Studie sollte
zusammenhängend am Computer, Laptop oder Tablet
(nicht auf dem Handy) bearbeitet werden. Vorausset-
zung für Ihre Teilnahme ist, dass Sie mindestens 18 Jahre
alt sind und fließend Deutsch sprechen.

Vertraulichkeit und Handhabung der Daten Alle
personenbezogenen Daten werden streng vertraulich
behandelt und nur für Forschungszwecke verwendet.
Durch Ihre Bestätigung unten erlauben Sie uns, Ihre
Antworten für wissenschaftlichen Zwecken auszuw-
erten und in vollständig anonymisierter Form an-
deren Wissenschaftlern öffentlich zur Verfügung zu
stellen. Am Ende der Umfrage haben Sie nochmals die
Möglichkeit, diese Einwilligung zu widerrufen. Danach
ist ein Rückzung der Daten nicht mehr möglich, da die
Daten anonym gespeichert werden und wir nicht in
der Lage sind, Ihre Daten zu identifizieren. Sollten Sie
Fragen bezüglich Ihrer Daten oder Datenspeicherung
haben, können Sie unsere Datenschutzbeauftragten kon-
taktieren: XXXX

• Ich bin mindestens 18 Jahre alt und habe die In-
formationen gelesen und verstanden. Ich erk-
läre mich damit einverstanden, an der Studie
teilzunehmen.

• Ich möchte nicht an der Studie teilnehmen.

B.2 Experiment questionnaire
In diesem ersten Teil möchten wir Sie bitten, sich an
einige persönliche Erlebnisse aus Ihrer Vergangenheit
zu erinnern. Wir interessieren uns für Erfahrungen, die
Sie gemacht haben, während Sie ein Ziel verfolgt haben
- beispielsweise während der Arbeit oder im privaten

Kontext. Bitte beschreiben Sie in einigen Sätzen drei
verschiedene Erlebnisse Ihrer Vergangenheit (jeweils
mindestens 150 Zeichen):

1. Bitte beschreiben Sie ein Erlebnis, bei dem Sie das
Gefühl hatten, Sie machen Fortschritte dahinge-
hend, in Bezug auf ein Ihnen wichtiges Ziel erfol-
greich zu sein.

2. Bitte beschreiben Sie ein Erlebnis, bei dem Sie
das Gefühl hatten, Sie machen keine Fortschritte
dahingehend, etwas zu erreichen.

3. Bitte beschreiben Sie ein Erlebnis, bei dem Sie im
Vergleich zu anderen Personen dazu fähig waren,
das zu bekommen, was Sie wollten.

In diesem ersten Teil möchten wir Sie bitten, sich an
einige persönliche Erlebnisse aus Ihrer Vergangenheit zu
erinnern. Wir interessieren uns für Erfahrungen, die Sie
gemacht haben, als Sie ein Ziel verfolgt haben - beispiel-
sweise während der Arbeit oder im privaten Kontext.
Bitte beschreiben Sie in einigen Sätzen drei verschiedene
Erlebnisse Ihrer Vergangenheit (jeweils mindestens 150
Zeichen):

1. Bitte beschreiben Sie ein Erlebnis, bei dem aus-
reichende Vorsicht Sie davor bewahrt hat, in
Schwierigkeiten zu geraten.

2. Bitte beschreiben Sie ein Erlebnis, bei dem eine
mangelnde Vorsicht dazu geführt hat, dass Sie in
Schwierigkeiten geraten sind.

3. Bitte beschreiben Sie ein Erlebnis, bei dem Sie sich
so verhalten haben, dass niemand etwas daran
hätte aussetzen können.
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B.3 Introduction (translation)

Dear participant, thank you for your willingness to par-
ticipate in the study! Please read the following informa-
tion carefully and then decide whether to participate or
not in this study.

Content: In this study, we will investigate how dif-
ferent goal pursuit strategies are related. For this pur-
pose, we will ask you to answer open-ended ques-
tions about situations from the past in which you have
(un)successfully pursued goals. This will be followed by
some questions about your behavior at work and about
the pursuit of performance goals.

Study procedure and payment: In total, the study
will take about 8-10 minutes. All participants will receive
a payment of 1.50 €. The study should be completed
contiguously on a computer, laptop or tablet (not on a
cell phone). To participate, you must be at least 18 years
old and fluent in German.

Confidentiality and data handling: All personal
data will be kept strictly confidential and will only be
used for research purposes. By confirming below, you
allow us to evaluate your answers for scientific purposes
and make them publicly available to other researchers
in a completely anonymized form. At the end of the
survey, you will again have the opportunity to revoke
this consent. After that, it is no longer possible to retrace
the data, as the data is stored anonymously and we are
not able to identify your data. If you have any questions
regarding your data or data storage, you can contact
our data protection officers: XXXX

• I am at least 18 years old and have read and un-
derstood the information. I agree to participate
in the study.

• I do not wish to participate in the study.

B.4 Experiment questionnaire (transla-
tion)

Condition 1: In this first part, we would like you to
recall some personal experiences from your past. We are
interested in experiences you had while pursuing a goal
- for example, during work or in a private context. Please
describe in a few sentences three different experiences
from your past (at least 150 characters each):

1. Please describe an experience in which you felt
you were making progress toward being success-
ful in a goal that was important to you.

2. Please describe an experience in which you felt
you were not making progress toward achieving
something.

3. Please describe an experience where youwere able
to get what you wanted compared to other people.

Condition 2: In this first part, we would like you to
recall some personal experiences from your past. We are
interested in experiences you had when pursuing a goal
- for example, during work or in a private context. Please
describe in a few sentences three different experiences
from your past (at least 150 characters each):

1. Please describe an experience where sufficient cau-
tion kept you from getting into trouble.

2. Please describe an experience where a lack of cau-
tion caused you to get into trouble.

3. Please describe an experience in which you be-
haved in a way that no one could have found fault
with.
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C Twitter data creation

C.1 List of emotion words

For detecting emotion words we created a list of
words that are represented in Plutchik’s emotion wheel
(Plutchik, 2001) and two additional items representing
shame and pride.

Emotion words: klar, wüt, angewider, betrüb, er-
staun, erschrock, bewunder, begeister, froh, bereit,
verärger, ablehn, traurig, überrasch, ängst, vertrau,
akzeptier, gelass, neugierig, gereiz, gelangweil, nach-
denk, verwirr, besorg, stolz, aufmerksam, klar, optimist,
verlieb, streitlust, hass, bereund, enttäusch, ehrfürchtig,
fügsam, scham

C.2 Annotation Guidelines

C.2.1 Definition & Examples

According to Regulatory focus theory human behavior
or thoughts are motivated by a need for achievement
(promotion focus) or a need for security (prevention
focus). Promotion-focused individuals are motivated
by achievement, are more risk seeking and approach
tasks eagerly. Prevention focused individuals take a
risk-averting approach, are more vigilant and value se-
curity. The examples below demonstrate how variation
in regulatory focus is captured in formulation of text. In
the annotation task that follows only tweets in German
are included and for adding diversity, examples cover
different domains and not only tweets.

C.2.2 Regulatory Focus and emotion

Prevention and promotion are related to distinct sets of
emotions. Emotions triggered in the context of success
(i.e., a positive situation ) or failure i.e., in a negative
situation) can clearly be connected to promotion or pre-
vention focus. Positive activating emotions like cheer-
fulness and happiness (success situation), and negative
non-activating emotions like sad and depressed (failure
situation) are indicators of promotions focus. While pos-
itive non-activating emotions like relaxed, unstressed,
calm, calming down etc.,(success situation) and nega-
tive activating emotions like anger, hate, fear etc.,(failure
situation) are prevention focus indicators. Below Fig-
ure 2 shows the emotions related to a regulatory focus
category and outcome of a particular situation (suc-
cess/failure).

1. Prevention Focus

(a) Die Forschung hat gezeigt, dass Vitamin
C vor Krankheiten wie z. B. Erkältungen
schützt.

Explanation : This example emphasises on pro-
tection or avoiding sickness, hence it is preven-
tion focus

(b) Der 100% Grapefruit-Saft sichert den Tages-
bedarf an Vitamin C.
Explanation : This formulation instils a sense
of security, hence is prevention focus.

(c) Habe meine praktische Fahrprüfung be-
standen, war doch einfacher als gedacht. Die
Straße muss nicht mehr auf mich warten.
Explanation : The expression "einfacher als
gedacht" shows the person was prepared for
the difficult task, poining to prevention focus

(d) Wir konnten uns endlich den Traum vom
eigenen Haus erfüllen. Wir sind sooo
dankbar! Explanation : "endlich" refers to a
feeling of relief which is a prevention emotion

(e) Die Welt fühlt sich manchmal so abweisend
an. Früher hatte ich noch ein Gefühl von
Sicherheit.

(f) Können wir drauf vertrauen, dass sich un-
sere Politiker genug ernsthafte Gedanken
gemacht haben über die Risiken des Kli-
mawandels?

(g) Von Reisen rät doch jeder im Moment ab,
richtig so, ist doch viel zu gefährlich!

(h) Ich bin kein Impfgegner, Impfungen retten
Leben, bestes Beispiel Polio oder Tetanus.
Aber einen mRNA Impfstoff zu bekommen,
der weniger als 6 Monate getestet wurde....
sorry, da kann ich auch Russisch Roulette
spielen. Ich hatte Covid übrigens bereits und
nix bis auf Husten.

2. Promotion Focus

(a) Forschung hat gezeigt, dass Vitamin C Ihre
Gesundheit stärkt.
Explanation: Compared to the prevention for-
mulation, you can see that this statement em-
phasises on positive outcome, hence this is
promotion focus.

(b) Unser 100% Grapefruit-Saft hat drei Mal
mehr Vitamin C als andere Fruchtsäfte.
Richtig gut, oder?
Explanation: Here the statement focuses on
advantage rather than security.

(c) Die Früchte werden nur zur besten Erntezeit
verarbeitet und schmecken daher so gut.
Explanation: The emphasis here again is on
the plus points or advantages, hence promo-
tion focused
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Promotion Prevention
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Figure 2: An approximate representation of emotions
related to a regulatory focus category and outcome of a
particular situation (success/failure) (drawn following
Brockner and Higgins, 2001).

(d) Heute nochmal fünf Kilo mehr geschafft.
Habe mein Monatsziel fast erreicht, so kann
es weitergehen.

(e) Ich bin heute Morgen früh aufgestanden,
weil ich zum Beginn meines Psychologie-
unterrichts um 8:30 Uhr in der Schule sein
wollte, der normalerweise hervorragend ist.

(f) Ich freue mich auf meinen neuen Job bei
amnesty. Dort kann ich nicht nur Geld ver-
dienen sondern mich auch für meine Werte
einsetzen.

(g) Ich habe mir ein neues Fahrrad gekauft. Ich
wusste gar nicht wieviel Spass es machen
kann in der Freizeit die nähere Umgebung
zu erkunden.

(h) In nur 6Monatenwurden 50% der Deutschen
einmal geimpft. Seid doch mal ehrlich, dass
sowas geht hätte vor Corona auch niemand
gedacht.

C.2.3 Task Description

Familiarize yourself with the concepts mentioned in the
previous section. Note the difference in text formulation
for prevention and promotion focus. Ask for more ex-
amples, if the concept is not clear. The annotation task
requires you to annotate each given tweet with the one
of the following labels.

1. prevention

2. promotion

3. neither promotion not prevention

4. not sure

Take into consideration the emotion expressed in the
context of success or failure. Even though it is more
common to see positive emotion in promotion focus
text, it is not always the case.

C.2.4 Annotation Environment

The annotation task will be carried out in google sheets.
You have to read the text in the column tweet, decide
which regulatory focus category the tweet belongs and
choose a label from the drop-down in the column label.
If you have any feedback about the instance, please use
the comments column.
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D Psychological categories
For the linguistic correlation analysis we included all 49 categories from the 100W api and 80 categories from DE-
LIWC2025. We excluded only those categories referring to punctuations and the categories fillers, other and Dic as they
are not relevant in the context of current study. Table 9 shows the categories from both lexicon that where used in this
study.

LIWC categories

Analytic (Analytic Thinking), Authentic (Authentic), Clout (Clout), Sixltr (Words > 6 letters), Tone (Emotional
tone), WPS (Words/sentence), achiev (Achievement), adj (Common adjectives), adverb (Common Adverbs),
affect (Affective processes), affiliation (Affiliation), anger (Anger), anx (Anxiety), article (Articles), assent (Assent),
auxverb (Auxiliary verbs), bio (Biological processes), body (Body), cause (Causation), certain (Certainty), cogproc
(Cognitive processes), compare (Comparisons), conj (Conjunctions), death (Death), differ (Differentiation), discrep
(Discrepancy), drives (Drives), family (Family), feel (Feel), female (Female references), focusfuture (Future focus),
focuspast (Past focus), focuspresent (Present focus), friend (Friends), function (Total function words), health
(Health), hear (Hear), home (Home), i (1st pers singular), informal (Informal language), ingest (Ingestion),
insight (Insight), interrog (Interrogatives), ipron (Impersonal pronouns), leisure (Leisure), male (Male references),
money (Money), motion (Motion), negate (Negations), negemo (Negative emotion), netspeak (Netspeak), nonflu
(Nonfluencies), percept (Perceptual processes), posemo (Positive emotion), power (Power), ppron (Personal
pronouns), prep (Prepositions), pronoun (Total pronouns), quant (Quantifiers), relativ (Relativity), relig (Religion),
reward (Reward), risk (Risk), sad (Sadness), see (See), sexual (Sexual), shehe (3rd person singular), social (Social
processes), space (Space), swear (Swear words), tentat (Tentative), they (3rd person plural), time (Time), verb
(Common verbs), we (1st pers plural), work (Work), you_formal (2nd pers formal), you_plur (2nd person plural),
you_sing (2nd person singular), you_total (2nd person)

100W categories

DAV (Descriptive Action Verb), achieve (Achievement), adjective (Adjective), adverb (Adverb), affil (Affiliation),
agent (Active voice), anger (Anger), anxiety (Anxiety), article (Article), auxverb (Auxiliary Verb), booster (In-
tensifiers), conj (Conjunctions), discrep (Discrepancy), feminine (Feminine), future (Future focus), ich (First
Person singular), impersonalPronouns (Impersonal Pronouns), masculine (Masculine), money (Money), motion
(Motion), negAchieve (Negative Achievement), negAffil (Negative Affiliation), negEmo (Negative Emotion), neg-
Power (Negative Power ), negation (Negation), numbers (Numbers), past (Past focus), patient (Passive voice),
personalPronouns (Personal Pronouns), posAchieve (Positive Achievement), posAffil (Positive Affiliation), posEmo
(Positive Emotion), posPower (Positive Power), power (Power ), preposition (Preposition), quant (Quantity), relativ
(Absolutness), reward (Reward), risk (Risk), sadness (Sadness), shehe (Third Person plural), space (Space), speak
(Speak), strictNegationPrepositions (Strict Negation Prepositions), sv (State Verb), swear (Swear Words), time
(Time), we (First Person plural), you (Second Person singular)

Table 9: List of psychological variables and their corresponding categories in both LIWC and 100W lexicons used in the
current study
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E Training details for GBERT
We fine-tuned the pre-trained German BERT model
deepset/GBERT-large for the regulatory focus clas-
sification task. Figure 3 shows the training and vali-
dation loss averaged across folds for each epoch. The
number of epochs are varying in some cases because
we set an early stopping criteria to stop training if the
validation loss does not improve for 5 steps. We use the
setting load_best_model_at_end to save the model
with best performance on the validation set, rather than
the model from the last training epoch.
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Figure 3: Training and validation loss for each dataset
averaged over folds for each epoch.

F Additional experiment results
In closed-vocabulary methods, in addition to the linear
models discussed in the paper, we conducted regula-
tory focus classification using three non-linear models:
support vector machines (SVM), random forest, and
gradient boosting and the three feature sets: LIWC,
100W, and TF-IDF vectors. We use the default hyper-
parameters for the model in the scikit-learn python

package. The experiments are conducted with the same
setup as discussion in Section 5.2 for the linear models.
Figure 4 displays the results of 10-fold cross-validation
on both the event description dataset and the Twitter
dataset for all non-linear models and the logistic regres-
sion model. On comparing the results, we observe that
the SVM_TFIDF model outperforms other non-linear
models. However, the logistic regression model (Lo-
greg_TFIDF) achieves almost similar results and the stan-
dard deviation suggests that logistic regression model
might be more stable in comparison. Furthermore, the
performance of both SVM_TFIDF and Logreg_TFIDF on
Twitter data is comparable.
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G Binary vs. tertiary classifica-
tion

Individuals exhibit varying degrees of regulatory focus
based on the given situation and context. The notion of a
completely neutral regulatory focus, where an individual
lacks any inclination towards promotion or prevention,
is quite rare. When an individual is engaging in a social
media activity like posting in Twitter, they have an active
motivational orientation. However, it is possible that it is
hard to identify the regulatory focus of the author when
there is no sufficient contextual information to make an
accurate prediction. This is reflected in the annotation
task as well, where the annotators did not choose either
of the two labels. As shown in Figure 5, the distribution
of labels is skewed with only 3.65% instances labeled as
neutral.
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Figure 5: Distribution of labels in Twitter data.

To understand whether the state-of-the-art model
used in the study is also able to handle regulatory fo-
cus classification as a three class problem, we trained
and tested the model using the annotated Twitter data.
We fine-tuned the pre-trained German BERT model
deepset/GBERT-large on the Twitter data with in-
stances labelled as promotion, prevention and neutral.
In the neutral label we consolidated instances labeled
as neither promotion not prevention or not sure by both
annotators. We split each of the datasets into training,
validation, and test sets using an 80-10-10 split.

class precision recall F1
promotion 0.949 0.962 0.955
prevention 0.889 0.896 0.889
neutral 0.400 0.300 0.311

Table 10: Results of GBERT model trained on Twitter
data labeled with promotion, prevention and neutral la-
bels

Table 10 shows the results for regulatory focus clas-
sification as a 3-class problem. Considering the lim-
ited number of instances for the neutral label (3% of
the dataset), the model’s relatively poor performance
on that label is expected. However, it demonstrates
good performance on both the promotion and preven-
tion labels. The results could be suggesting that the

distinction between promotion-focused and prevention-
focused content is more evident and discernible com-
pared to instances exhibiting a neutral regulatory focus.
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Unsupervised Text Embedding Space Generation Using Generative
Adversarial Networks for Text Synthesis

Jun-Min Lee, Korea Advanced Institute of Science and Technology, I-BRICKS, ljm56897@gmail.com

Tae-Bin Ha, I-BRICKS, taebinalive@gmail.com

Abstract Generative Adversarial Network (GAN) is a data synthesis model that creates plausible data through the competition
between a generator and a discriminator. Although GAN has been extensively studied for image synthesis, it has inherent limi-
tations when applied to natural language generation. This is because natural language is composed of discrete tokens, and the
generator faces challenges in updating its gradient through backpropagation. Therefore, most text-GAN studies generate sentences
starting with a random token (or prompt) based on a reward system. Thus, the generators of previous studies are pre-trained in
an autoregressive manner before adversarial training, resulting in data memorization where synthesized sentences reproduce the
training data. In this paper, we synthesize sentences using a framework similar to the original GAN. More specifically, we propose
Text Embedding Space Generative Adversarial Networks (TESGAN), which generate continuous text embedding spaces instead of
discrete tokens to address the gradient backpropagation problem. Furthermore, TESGAN conducts unsupervised learning that does
not directly refer to the text of the training data to overcome the data memorization issue. Also, TESGAN enables unconditional
text synthesis during the inference phase by using random noise instead of tokens or prompts for text synthesis. By adopting this
novel method, TESGAN can synthesize new sentences, demonstrating the potential of unsupervised learning for text synthesis. We
look forward to extended research that combines large-scale language models with a new perspective on viewing text as continuous
spaces.

1 Introduction

Generative Adversarial Network (GAN), as proposed by
Goodfellow et al. (2014), is a popular model for data
synthesis. GAN is an unconditional data generation al-
gorithm that aims to generate plausible data in an un-
supervised manner by fostering competition between a
generator and a discriminator to capture the real data
distribution. When GAN was initially introduced, it pri-
marily focused on image synthesis, and extensive re-
search was conducted to achieve high-quality synthetic
data results (Arjovsky et al., 2017; Radford et al., 2015;
Karras et al., 2018, 2021). Furthermore, GAN is com-
monly employed in the field of computer vision for data
augmentation through image synthesis (Sandfort et al.,
2019; Bowles et al., 2018; Antoniou et al., 2018; Tran
et al., 2021). The GAN generator learns implicit density
based on the discriminator’s loss without direct refer-
ence to the training data. Consequently, GAN can pre-
vent data memorization, where the model reproduces
the training data. Additionally, GAN can synthesize
various data by using random noise instead of a spe-
cific starting point, such as a designated start token.

Similar to images, unconditional text generation

can function as a data augmentation technique by gen-
erating new text that resembles a given dataset. It also
has practical applications, such as creating new docu-
ments by generating fictitious text information suitable
for direct use. Consequently, several studies have at-
tempted to apply GAN to natural language, but they
have encountered limitations in natural language gen-
eration. The challenge arises from the fact that nat-
ural language is composed of discrete tokens, making
it challenging for the GAN generator to directly up-
date gradients through backpropagation. The gradient
backpropagation issue in text-based GANs was first dis-
cussed by Yu et al. (2017), and numerous subsequent
text-GAN research efforts aimed to address this prob-
lem using gradient policy-based reinforcement learning
with a reward system. Furthermore, the previous text-
GAN approaches necessitated pre-training the gener-
ator with supervised learning (autoregressive) before
adversarial training due to convergence issue with the
generator (Yu et al., 2017). Accordingly, we discovered
that the generators of previous text-GAN approaches
reproduce the training data (leading to data memoriza-
tion) during text synthesis due to the autoregressive-
based pre-training process, which becomes a significant

Northern European Journal of Language Technology 1



Text Embedding Space GAN for Text Synthesis

issue in generative models.
This paper introduces a novel framework known

as Text Embedding Space Generative Adversarial Net-
works (TESGAN)1, which enables backpropagation and
prevents data memorization. TESGAN does not rely
on a supervised, pre-trained autoregressive-based gen-
erator that generates discrete tokens for text synthe-
sis. Our generator generates continuous text embed-
ding spaces for text synthesis instead of discrete to-
kens, allowing training with gradient backpropagation.
Furthermore, the fact that TESGAN deals with con-
tinuous spaces makes it possible for TESGAN’s gen-
erator to be trained within the original GAN frame-
work to mimic the real text embedding space. More-
over, TESGAN enables unconditional text generation,
as it does not require the selection of a starting token
(or prompt) for text synthesis. Our seed interpretation
model then synthesizes sentences by interpreting the
imitated continuous text embedding space created by
the generator. During sentence synthesis, data memo-
rization does not occur because TESGAN does not di-
rectly refer to the training text data but only learns
from the continuous text embedding space. We use two
datasets to conduct performance evaluations and gen-
eral applicability experiments based on synthetic text
generated by TESGAN. To assess the quality and di-
versity of synthesized text, we employ evaluation met-
rics such as Fréchet BERT Distance (FBD), Multi-sets-
Jaccard (MSJ) (Alihosseini et al., 2019), Language Model
score (LM) (de Masson d’Autume et al., 2019; Caccia
et al., 2020), and Self-BLEU (SBL) (Zhu et al., 2018). In
addition, we conducted human evaluations, and TES-
GAN achieved the highest average score. Lastly, we
calculate the data memorization ratio and present the
synthesized sentences to assess the potential of unsu-
pervised learning and continuous embedding spaces for
text synthesis.

2 Related Works

The most common method of text generation is to use
an autoregressive-based language model via teacher
forcing (Williams and Zipser, 1989). For example, ex-
tensive studies have been conducted on models us-
ing recurrent neural network (RNN) with Long Short-
Term Memory (LSTM) cells (Hochreiter and Schmid-
huber, 1997). Using LSTM, Graves (2013) successfully
generated handwriting by predicting sequences, and
Wen et al. (2015) synthesized sentences under specific
conditions. Bowman et al. (2016) generated text after
learning text embedding spaces with an autoregressive-
based LSTM model and a variational autoencoder (VAE)
architecture (Kingma and Welling, 2014). Policy Gradi-

1https://github.com/ljm565/TESGAN

ent with BLEU (PG-BLEU) calculates the BLEU (Pap-
ineni et al., 2002) score of synthesized sentences and
takes them as a reward when updating the generator
using policy gradient.

Numerous investigations have been conducted to
utilize GANs for text synthesis. Sequence GAN (Seq-
GAN) (Yu et al., 2017) attempted to address the back-
propagation problem by employing gradient policy-
based reinforcement learning with a reward system.
However, SeqGAN faced a reward sparsity issue, lead-
ing Lin et al. (2017) to introduce RankGAN, which
replaced the previous regression-based discriminator
with a novel ranker. RankGAN trains the discrimina-
tor to assign higher scores to more realistic sentences.
MaskGAN (Fedus et al., 2018) utilized an LSTM-based
generator to fill in masked parts of sentences with to-
kens during training. Since MaskGAN uses discrete
tokens, gradient backpropagation is not possible for
the generator. To overcome this challenge, the au-
thors employed the actor-critic method, using the prob-
abilities of candidate tokens from the discriminator as
rewards during training. Che et al. (2017) proposed
Maximum Likelihood Augmented Discrete GAN (Mali-
GAN), which synthesizes text by minimizing Kullback-
Leibler divergence (Kullback and Leibler, 1951). Leak-
GAN (Guo et al., 2018) alleviated issues related to
sparseness and the lack of intermediate information by
providing leaked information from the discriminator.

Several studies have aimed to address the gradient
backpropagation problem without relying on reward-
based reinforcement learning. TextGAN (Zhang et al.,
2017) introduced kernel-based moment-matching,
which enforces empirical distributions of real and
synthetic text by using LSTM and Convolutional
Neural Networks (CNN) for the generator and the
discriminator, respectively. Feature Mover GAN (FM-
GAN) (Chen et al., 2018) defined the feature-mover’s
distance (FMD) and learned it by minimizing the
FMD between real and fake sentences. Both TextGAN
and FM-GAN utilized LSTM generators that generate
discrete tokens using the soft-argmax trick instead of
relying on reinforcement learning. Relational GAN
(RelGAN) (Nie et al., 2019) applied relational recurrent
neural networks (Santoro et al., 2018) and attempted
to address the gradient backpropagation issue using
Gumbel-softmax (Jang et al., 2017). However, since
these approaches employed autoregressive (e.g., LSTM)
generators, they explicitly referenced the training text
data during model training. Consequently, previous
studies faced challenges in avoiding complete data
memorization while synthesizing sentences due to an
autoregressive generator. Lastly, Transformer-based
Implicit Latent GAN (TILGAN) (Diao et al., 2021)
adopted a similar approach to TESGAN for addressing
the gradient backpropagation issue based on the
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embedding space. However, TILGAN differs from
TESGAN in that it was trained on a latent space com-
pressed by the encoder, configured as an autoencoder
transformer, and did not utilize embeddings learned
from real language models.

Most of the aforementioned text-GAN models re-
quire the first token or prompt to synthesize text due to
their autoregressive generators. TESGAN stands apart
from these models as it generates text embedding space
directly from random noise, eliminating the need for
selecting tokens. Our TESGAN is the first text-GAN
model that learns the real text embedding space with-
out relying on an autoregressive generator.

3 Text Embedding Space GAN

TESGAN aims to generate the seeds required for syn-
thesizing plausible text. These generated seeds (fake
seeds) from the generator, along with the real seeds
from the real text, are passed to the discriminators for
training within the GAN framework. Once the training
of TESGAN is complete, the pre-trained seed interpre-
tation model synthesizes text using the fake seed cre-
ated by the generator.

3.1 Seed for Text Synthesis

We denote a text sequence as 𝑆 = 𝑤1, . . . ,𝑤𝑇 (𝑇 is the
sequence length). An autoregressive-based language
model calculates the probability of the text sequence
𝑆 as a product of conditional probabilities. If we as-
sume that 𝑆 is a complete sentence, then the sequence
𝐷 = 𝑆1, . . . , 𝑆𝑁 (𝑁 is the dialogue length) can be viewed
as multi-turn sentences. Let 𝑆1 = 𝑤1, . . . ,𝑤𝑚 and
𝑆2, . . . , 𝑆𝑁 = 𝑤𝑚+1, . . . ,𝑤𝑀 denote the first sentence and
the subsequent sentences, respectively (𝑀 is the total
length of the multi-turn sentences 𝐷). The subsequent
sentences after the first sentence can be predicted from
a product of conditional probabilities:

𝑝 (𝑆2, . . . , 𝑆𝑁 |𝑆1) =
𝑀∏

𝑖=𝑚+1
𝑝 (𝑤𝑖 |𝑤1, . . . ,𝑤𝑖−1) (1)

In other words, the first sentence can generate sub-
sequent text using an autoregressive-based language
model trained with multi-turn sentences. Therefore,
the first sentence can serve as a seed. Meanwhile, the
generator of TESGAN generates the first sentence as a
continuous embedding space instead of discrete tokens
to enable gradient backpropagation. Consequently, a
continuous embedding space of the first sentence is de-
fined as a seed.

3.2 Seed Interpretation Model

We define a seed in Section 3.1, and the seed interpre-
tation model 𝑓𝜃 (·) is used to synthesize text based on
the seed. To synthesize text, the seed interpretation
model must first be trained with multi-turn sentences
in an autoregressive manner, similar to general lan-
guage modeling, before adversarial training, as shown
in Figure 1 (left), with the following loss function:

L𝐿𝑀 = − 1
𝑁

𝑁∑︁
𝑛=1

log
𝑒𝑥𝑝 (𝑥𝑛,𝑦𝑛 )∑𝐶
𝑐=1 𝑒𝑥𝑝 (𝑥𝑛,𝑐 )

(2)

This enables the generator to synthesize appropriate
text by utilizing the fake embedding space it creates
during the inference phase. More detailed explanations
will be provided in the following section. As a result,
the model has to be trained on data consisting of multi-
turn sentences𝐷 = 𝑆1, . . . , 𝑆𝑁 , where each sentence has
a maximum length of 𝐿, meaning the total number of
tokens in 𝐷 is 𝑁 × 𝐿. When constructing the multi-
turn sentence data, the special token [𝐶𝐿𝑆] is inserted
only at the beginning of the first sentence, and each
sentence is distinguished by adding the special token
[𝑆𝐸𝑃] at the end. If the length of the tokenized sen-
tence is less than 𝐿, the sentence is padded with the
special token [𝑃𝐴𝐷]:

𝑆1 = 𝑤1
1 , . . . ,𝑤

1
|𝑆1 | , . . . ,𝑤

1
𝐿

(𝑤1
1 = [𝐶𝐿𝑆],𝑤1

|𝑆1 | = [𝑆𝐸𝑃],𝑤1
|𝑙>𝑆1 | = [𝑃𝐴𝐷])

(3)

𝑆𝑖 (𝑖>1) = 𝑤𝑖
1, . . . ,𝑤

𝑖
|𝑆𝑖 | , . . . ,𝑤

𝑖
𝐿

(𝑤𝑖
|𝑆𝑖 | = [𝑆𝐸𝑃],𝑤𝑖

|𝑙>𝑆𝑖 | = [𝑃𝐴𝐷])
(4)

where 𝑆1 and 𝑆𝑖 represent a seed sentence and subse-
quent text. Let 𝐻𝑟𝑒𝑎𝑙 denote the real seeds from TES-
GAN. As shown in Figure 1, the real seed is an embed-
ding space of a sentence obtained by applying the sum
of the token embedding and the positional embedding
to the sigmoid function. Since most sentences can exist
before others as long as the seed interpretation model
is trained with multi-turn sentences, a significant por-
tion of them can be used as seeds for text generation.
Therefore, most of the sentences can be used as real
seeds:

𝐻𝑟𝑒𝑎𝑙 = 𝜎
(
𝑊𝑒𝑚𝑏 (𝑆1) +𝑊𝑝𝑜𝑠 (𝑆1)

)
≈ 𝜎

(
𝑊𝑒𝑚𝑏 (𝑆𝑛) +𝑊𝑝𝑜𝑠 (𝑆𝑛)

)
∈ R𝐿×𝑑

(5)

where 𝐿 and 𝑑 represent sequence length and embed-
ding dimensions. 𝐻𝑟𝑒𝑎𝑙 from the real text can be viewed
as continuous spaces, similar to images, and the well-
pretrained seed interpretation model can predict the
next sentence 𝑆𝑛+1 properly as illustrated in Figure 1
(right):

𝑆𝑛+1 = 𝑓𝜃

(
𝜎
(
𝑊𝑒𝑚𝑏 (𝑆𝑛) +𝑊𝑝𝑜𝑠 (𝑆𝑛)

) )
= 𝑓𝜃 (𝐻𝑟𝑒𝑎𝑙 ) ∈ Z𝐿 (6)

Northern European Journal of Language Technology 3



Text Embedding Space GAN for Text Synthesis

Figure 1: Illustration of the seed interpretation model. The seed interpretation model is pre-trained with multi-turn
sentences before adversarial training (left). After pre-training, the model’s parameters are frozen, allowing it to synthe-
size text from the seed. The right figure implies that text can be synthesized from the seed. The [𝑃𝐴𝐷] tokens following
the [𝑆𝐸𝑃] tokens are omitted in the left part for clarity.

Figure 2: Illustration of text synthesizing method using
the seed interpretation model in the inference phase.

As a result, text synthesis is carried out as the seed
passes through the seed interpretation model to predict
the subsequent sentence.

Applying to Unconditional Text Synthesis

Here, we assume that the training of the TESGAN
framework, including adversarial training, is fully com-
pleted and describe how the seed interpretation model
synthesizes text during the inference phase. Let 𝑓 ∗

𝜃
(·)

and 𝑔∗
𝜙
(·) denote the frozen seed interpretation model

and frozen generator, respectively. We can now syn-
thesize text during the inference stage using the well-
trained 𝑓 ∗

𝜃
(·) and 𝑔∗

𝜙
(·). At this point, 𝑔∗

𝜙
(·) will gen-

erate a fake seed 𝐻𝑓 𝑎𝑘𝑒 with the same dimensions as
𝐻𝑟𝑒𝑎𝑙 , as shown in Equation 7. Then, 𝑓 ∗

𝜃
(·) can synthe-

size text using the fake seed, as shown in Figure 2. In
other words, if the generator can skillfully create fake
seeds 𝐻𝑓 𝑎𝑘𝑒 that imitate the distributions of 𝐻𝑟𝑒𝑎𝑙 , then
𝐻𝑓 𝑎𝑘𝑒 can also generate appropriate subsequent sen-
tences (a.k.a synthetic text). However, no matter how

excellently𝐻𝑓 𝑎𝑘𝑒 is generated by the generator, it is use-
less if it cannot be interpreted; therefore, training the
seed interpretation model is crucial. We use the pre-
trained GPT-2 (Radford et al., 2018)2 model and fine-
tune it with multi-turn text data to serve as the seed in-
terpretation model. In addition, this model is only used
to provide 𝐻𝑟𝑒𝑎𝑙 from the real text with frozen param-
eters during adversarial training. Thus, the seed inter-
pretation model never affects the training of the gener-
ator and the discriminator during adversarial training,
and vice versa. More detailed specifications of the seed
interpretation model are explained in Appendix A.

Synthesizing text based on the generated fake seeds
𝐻𝑓 𝑎𝑘𝑒 by the generator is entirely different from autore-
gressive prompting. This is because prompting meth-
ods (Wei et al., 2021; Ouyang et al., 2022; Chung et al.,
2022) function by providing discrete tokens as input to
a model that generates the next tokens based on the
previous one. On the other hand, the generator of TES-
GAN creates continuous spaces 𝐻𝑓 𝑎𝑘𝑒 for synthesizing
text from random noise, enabling unconditional text
synthesis without explicit human instruction. Further-
more, research is actively being conducted to leverage
continuous spaces (learnable query) for flexible model
training (Lester et al., 2021; Alayrac et al., 2022; Li et al.,
2023; Dai et al., 2023). Most research explores various
methods, including using a fixed learned query after
model training or memorizing multiple learned queries
and selecting them selectively as needed in different sit-
uations. However, the TESGAN framework differs from
the mentioned studies in that its primary objective is to
generate appropriate queries through the gernerator to

2https://huggingface.co/docs/transformers/model_

doc/gpt2
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Figure 3: Illustration of the generator. P-TESGAN
makes perturbed seeds by adding zero-centered normal
distribution noise 𝑧 (gray) to the output (blue) from the
generator.

produce appropriate sentences.

3.3 Generator
Both real and fake seeds (𝐻𝑟𝑒𝑎𝑙 and 𝐻𝑓 𝑎𝑘𝑒 ) are essen-
tial for adversarial training. Real seeds can be obtained
from the real text, as described in the seed interpreta-
tion model, and fake seeds are generated by the gen-
erator. In most text-GAN models reported so far, fake
sentences are obtained from a text-based pre-trained
autoregressive generator. Consequently, data memo-
rization occurs, where several synthetic sentences re-
produce the training data. To prevent data mem-
orization, our generator does not use a pre-trained
autoregressive-based model and does not explicitly ref-
erence the text in the training data during adversarial
training. Our generator aims to create suitable fake text
embedding spaces 𝐻𝑓 𝑎𝑘𝑒 in an unsupervised manner
(GAN framework) by referencing real text continuous
spaces 𝐻𝑟𝑒𝑎𝑙 .

As shown in Figure 3, the generator 𝑔𝜙 (·) is com-
posed of two convolutional layers and generates seeds
from the uniform distribution noise 𝑋 within an inter-
val of [−10, 10) to create diverse forms of the seeds. Ad-
ditionally, using random noise has the advantage of not
having to select the first token in the text synthesis pro-
cess after model learning. The final 𝐻𝑓 𝑎𝑘𝑒 can be ob-
tained by Equation 7:

𝐻𝑓 𝑎𝑘𝑒 = 𝑔𝜙
(
𝑋 ∼ 𝑈 (−10, 10)

)
∈ R𝐿×𝑑 (7)

where 𝐿 and 𝑑 represent sequence length and embed-
ding dimensions. As a result, the embedding space cre-
ated by the generator has the same dimension as the
real seed. Moreover, we also compare an additional
model, perturbed TESGAN (P-TESGAN). P-TESGAN
creates perturbed seeds by adding zero-centered nor-

mal distribution noise 𝑧 to the generator output. P-
TESGAN is expected to learn more robustly by pertur-
bating the generator output. Please refer to Appendix A
for detailed model information.

3.4 Objective Functions
Since the generator does not refer to text during ad-
versarial training, its performance is determined by the
loss of the discriminator. Thus, we propose four types
of loss to update the parameters of the generator and
the discriminator.

3.4.1 Discriminators

Sentence structure is important for constructing a com-
plete sentence. Since the real seeds are made from
perfect sentences, they maintain structural represen-
tations of sentences. Therefore, the fake seeds should
capture the structural features of the real seeds. As
shown in Figure 4a, we use Bidirectional Encoder Rep-
resentations from Transformer (BERT) (Devlin et al.,
2019) 𝑑𝛼 (·) called Seed Structure Discriminator (SSD)
to capture the structural features of sentences, and the
first hidden state is used to predict whether the seed is
real or fake.

The order of tokens is also important for construct-
ing sentences. It is possible to predict whether a sen-
tence’s order representation of a seed is correct be-
cause both real and fake seeds have a dimension of
(sequence length * embedding dimensions). To do this,
as shown in Figure 4b, we use Bidirectional LSTM 𝑑𝛽 (·)
called Seed Order Discriminator (SOD) to consider both
forward and backward directions of sentences. The
concatenation of the first and the last hidden states is
used to predict whether the seed is real or fake.

During adversarial training, both discriminators are
trained to predict whether the seeds are real (label 1)
or fake (label 0), while the generator is trained to fool
the discriminators by predicting fake seeds as 1. The
loss function of the discriminators is defined by the fol-
lowing equation, which updates both the discrimina-
tors and the generator:

L𝐷 = − 1
𝑁

𝑁∑︁
𝑖=1

[
𝑦𝑖 log𝑥𝑖 + (1 − 𝑦𝑖 ) log (1 − 𝑥𝑖 )

]
𝑥 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑,𝑦 = 𝑡𝑎𝑟𝑔𝑒𝑡

(8)

Additional information regarding the size and descrip-
tions of the discriminators can be found in Appendix A.

3.4.2 Generator Helpers

During adversarial training, it is challenging for the
generator to learn solely from the discriminators intro-
duced in Section 3.4.1. Therefore, in this section, two
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(a) Seed Structure Discriminator (SSD) (b) Seed Order Discriminator (SOD)

Figure 4: Illustrations of the two discriminators. SSD predicts whether the seed is real or fake using the [𝐶𝐿𝑆] special
token’s feature. SOD considers both forward and backward contexts of the seed.

Figure 5: Illustration of Seed Distribution Prediction
(SDP). SDP is used to enhance the fake seeds of the
generator during adversarial training by minimizing the
distance between real and fake seed distributions.

auxiliary tasks are introduced to aid the training of the
generator.

Capturing the distribution of the text embedding
space is important, and for this purpose, we employ
Seed Distribution Prediction (SDP). However, since the
text embedding space cannot be directly used as a prob-
ability distribution, the output of the seed interpreta-
tion model is utilized. Specifically, when a seed passes
through the frozen seed interpretation model, the out-
put dimension of (sequence length * vocabulary size)
is obtained through the softmax function, which can
be used as a probability distribution. The loss is cal-
culated using the Kullback-Leibler divergence between
the distributions of the real and the fake seeds. SDP is
used solely for updating the generator during adversar-
ial training:

L𝑆𝐷𝑃 = 𝜎
(
𝑓 ∗
𝜃
(𝐻𝑟𝑒𝑎𝑙 )

)
log

𝜎
(
𝑓 ∗
𝜃
(𝐻𝑟𝑒𝑎𝑙 )

)
𝜎
(
𝑓 ∗
𝜃
(𝐻𝑓 𝑎𝑘𝑒 )

) (9)

where the 𝜎 and 𝑓 ∗
𝜃
(·) mean softmax function and the

frozen seed interpretation model. More detailed figure
of SDP is illustrated in Figure 5.

The sentences used as the seeds are composed of
tokens explained in Equation 3. Additionally, we ap-
ply Seed Frame Prediction (SFP) since the structures of
seeds are somewhat formalized. Therefore, we calculate
the Mean Absolute Error (MAE) and Mean Squared Er-
ror (MSE) to make the form of a fake seed similar to a
real one. If we train the fake seeds using MAE and MSE,
the fake seeds from the generator can become blurred.
However, the loss of SFP is relatively small compared
to that of SSD, SOD, and SDP; therefore, SFP does not
adversely affect the generator. SFP is used only for up-
dating the generator during adversarial training:

L𝑆𝐹𝑃 = ∥𝜇𝑟 − 𝜇𝑓 ∥22 + ∥𝐻𝑟𝑒𝑎𝑙 − 𝐻𝑓 𝑎𝑘𝑒 ∥1
𝜇𝑟 = 𝑎𝑣𝑔(𝐻𝑟𝑒𝑎𝑙 ), 𝜇𝑓 = 𝑎𝑣𝑔(𝐻𝑓 𝑎𝑘𝑒 )

(10)

The full loss function, including the seed interpretation
model’s loss, is described in Appendix B.

4 Text Synthesis Experiments

4.1 Dataset
In this experiment, we use two datasets consisting of
multi-turn sentences to train the seed interpretation
model and perform the text synthesis experiment.
DailyDialog3 (Li et al., 2017) is multi-turn conversation
data used for training open-domain dialogue genera-
tion models. It consists of chit-chat-style multi-turn En-
glish conversations, and we select this data for domain-
independent text synthesis. This dataset is used to eval-
uate the performance of TESGAN and other baselines.
IMDb4 (Maas et al., 2011) contains highly polar movie

3http://yanran.li/dailydialog
4https://huggingface.co/datasets/imdb
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Algorithm 1 Text Embedding Space GAN
Require: Seed interpretation model 𝑓𝜃 ; Generator 𝑔𝜙 ;
BERT discriminator 𝑑𝛼 ; LSTM discriminator 𝑑𝛽 ; Multi-
turn data 𝐷 = {𝑆1:𝑁 }; Sentence data 𝑆𝑖 = {𝑤 𝑖

1:𝐿}.
1: Pre-train 𝑓𝜃 using 𝐷 .
2: Initialize 𝑔𝜙 , 𝑑𝛼 , 𝑑𝛽 with random weights

𝜙, 𝛼, 𝛽 ∼ 𝑁 (0, 0.08).
3: Freeze the 𝑓𝜃 .
4: while TESGAN converges do
5: for d-steps (during odd epoch) do
6: Get real data from 𝑓𝜃 using 𝑆 with positive la-

bel 1.
7: Make fake data from 𝑔𝜙 with negative label 0.

8: Update 𝛼 and 𝛽 via results of 𝑑𝛼 and 𝑑𝛽 .
9: end for

10: for g-steps do
11: Make fake data from 𝑔𝜙 with positive label 1.
12: Calculate SDP and SFP.
13: Update 𝜙 via results of 𝑑𝛼 , 𝑑𝛽 , SDP and SFP.
14: end for
15: end while

reviews and is widely used for sentiment classification
tasks. Each human-written movie review consists of
several sentences, and we used this data as multi-turn
data. This dataset is rougher and has a larger vol-
ume compared to DailyDialog. We evaluate the gen-
eral applicability by synthesizing sentences based on
IMDb-trained TESGAN. Statistics of the two datasets
are shown in Appendix C.

4.2 Training Steps

TESGAN training has two steps. First, the seed inter-
pretation model must be pre-trained with multi-turn
data to interpret the seeds. In the performance and
general applicability experiments, we train the model
on the 11k and 25k multi-turn sets of DailyDialog and
IMDb, respectively, as shown in Table 7. Then, the
model that achieves the highest BLEU-4 score in the
validation set is selected in each experiment.

The second step is adversarial training. After pre-
training the seed interpretation model, the generator
and the discriminator learn through adversarial train-
ing. For adversarial training, real and fake seeds are
created by the embedding part of the frozen seed inter-
pretation model and the generator, respectively. Since
real seeds can be generated from a significant number
of sentences, all 87k and 300k sentences in each training
set used in the experiment mentioned above are used to
create the real seeds via Equation 3. We also generate
the same number of fake seeds as real seeds for adver-
sarial training, and the following equation represents

what the discriminator and generator aim to optimize
during adversarial training:

DL = max
𝛼,𝛽
E𝑥∼𝐻𝑟𝑒𝑎𝑙

[
log𝑑𝛼,𝛽 (𝑥)

]
GL = max

𝜙
E𝑧

[
log𝑑𝛼,𝛽 (𝑔𝜙 (𝑧))

]
+ L𝑆𝐷𝑃 + L𝑆𝐹𝑃

(11)

where 𝑑𝛼,𝛽 means SSD, SOD respectively. DL implies
updating the parameters of the discriminator to accu-
rately predict real seeds as 1 from the perspective of
real seeds. GL also means updating the generator so
that the discriminator predicts the fake seeds created
by the generator as 1. This approach helps partially re-
solve the learning imbalance problem between the gen-
erator and the discriminator (Goodfellow et al., 2014).
Further discussion of the above pseudocode and opti-
mization methods is covered in Section 6.1. Lastly, hy-
perparameters and experiment setup are described in
Appendix D.

4.3 Evaluation Metric
Target-oriented evaluation metrics, such as BLEU and
ROUGE (Lin, 2004), are not suitable for evaluating syn-
thetic text. This is because each synthesized sentence
from random noise has no corresponding target, and
the generative models aim to synthesize plausible data
based on real data distribution without copying the
training data. Therefore, we employ several metrics
that can evaluate unconditional text generation.

4.3.1 Fréchet BERT Distance (FBD)

de Masson d’Autume et al. (2019) proposed Fréchet Em-
bedding Distance (FED) to evaluate the quality of syn-
thetic text, inspired by Fréchet Inception Distance (FID)
(Heusel et al., 2017). Alihosseini et al. (2019) proposed
FBD, an improved version of FED, to measure the qual-
ity and diversity of synthesized text using a pre-trained
BERT. The features of real and synthesized text ob-
tained by the pre-trained BERT are assumed to have
Gaussian distributions, and FBD is the distance be-
tween them:

𝐹𝐵𝐷 =

√︃
∥𝜇𝑟 − 𝜇𝑓 ∥22 + 𝑡𝑟

(
Σ𝑟 + Σ𝑓 − 2(Σ𝑟Σ𝑓 )0.5

)
(12)

where 𝜇 and Σ show the mean vectors and the covari-
ance matrices of the real and fake seed features.

4.3.2 Multi-Sets-Jaccard (MSJ)

Each synthesized sentence has no corresponding tar-
get; thus, we select MSJ (Alihosseini et al., 2019), which
calculates the score between real and synthesized text
sets. The Jaccard Index determines the similarity of two
sets, calculating the ratio of the cardinality of their in-
tersection to that of their union. Inspired by the Jaccard
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Index, MSJ focuses on the similarity of the n-gram fre-
quencies of text in the two sets, 𝑠𝑟 and 𝑠𝑓 , which are the
real and synthesized text sets, respectively:

𝑀𝑆𝐽𝑛 =

∑
𝑔∈𝐺𝑛

min
(
𝐶𝑛 (𝑔, 𝑠𝑟 ),𝐶𝑛 (𝑔, 𝑠𝑓 )

)∑
𝑔∈𝐺𝑛

max
(
𝐶𝑛 (𝑔, 𝑠𝑟 ),𝐶𝑛 (𝑔, 𝑠𝑓 )

) (13)

where 𝐺𝑛 and 𝐶𝑛 (𝑔, 𝑠) mean the n-gram in 𝑠𝑟 ∪ 𝑠𝑓 and
the normalized counts of the n-gram in set 𝑠 . Addi-
tionally, this n-gram-based synthesized sentence evalu-
ation method is a common approach in the field of un-
conditional text generation (Yu et al., 2017; Press et al.,
2017; Fedus et al., 2018).

4.3.3 Language Model score (LM)

de Masson d’Autume et al. (2019); Caccia et al. (2020)
proposed LM, which can evaluate the quality of gener-
ated samples using a well-trained language model. LM
measures the quality of generated samples, meaning
that scores of the bad samples are poor under a well-
trained language model. We select the pre-trained GPT-
22 as a well-trained language model. LM is calculated as
the cross-entropy results between the output and input
of GPT-2.

4.3.4 Data Synthesis Ratio (DSR)

DSR considers not only the data memorization ratio be-
tween the training and synthesized data but also syn-
thetic diversity itself. Short sentences identical to train-
ing data, such as ”I’m fine”, can be synthesized by coin-
cidence. Therefore, sentences longer than two-thirds of
the maximum sentence length that perfectly reproduce
the training data are considered memorized data. Con-
sidering these conditions, we can calculate DSR using
the following equation:

𝑅𝑠𝑦𝑛 =
|𝑆𝑠𝑦𝑛 − 𝑆𝑡𝑟𝑎𝑖𝑛 |

|𝑆𝑠𝑦𝑛 |
, 𝑅𝑢𝑛𝑞 =

|𝑆𝑢𝑛𝑞 |
|𝑆𝑠𝑦𝑛 |

𝐷𝑆𝑅 =
2 ∗ 𝑅𝑠𝑦𝑛 ∗ 𝑅𝑢𝑛𝑞
𝑅𝑠𝑦𝑛 + 𝑅𝑢𝑛𝑞

(14)

where 𝑆𝑠𝑦𝑛 and 𝑆𝑡𝑟𝑎𝑖𝑛 indicate synthesized and train-
ing text set respectively. 𝑆𝑢𝑛𝑞 means the set of unique
sentences of synthesized text results. If the synthesized
sentences in 𝑆𝑠𝑦𝑛 do not reproduce any of the sentences
in 𝑆𝑡𝑟𝑎𝑖𝑛 , 𝑅𝑠𝑦𝑛 would be 1. Similarly, if the synthesized
text in 𝑆𝑠𝑦𝑛 is all unique, 𝑅𝑢𝑛𝑞 will be 1. The final DSR
is calculated as the harmonic mean of 𝑅𝑠𝑦𝑛 and 𝑅𝑢𝑛𝑞
ratios.

4.3.5 Self-BLEU (SBL)

Zhu et al. (2018) first proposed SBL to measure diver-
sity of token combination. The original BLEU evaluates
the degree of n-gram overlap (similarity) between one
hypothesis sentence and multiple reference sentences.

However, unconditionally generated text does not have
specific targets, so it is not suitable for BLEU evalua-
tion. SBL is widely used to solve this problem. SBL can
evaluate n-gram-level similarity by regarding one sen-
tence as a hypothesis and the rest as references in a syn-
thetic text set. Since SBL evaluates based on the gener-
ated text set itself, it is not able to evaluate the quality
of the synthetic text, but it is possible to evaluate the
diversity of token combinations based on n-gram. Ad-
ditionally, the difference between SBL and DSR lies in
their evaluation criteria. DSR assesses data memoriza-
tion by comparing the generated text set with the train-
ing dataset, while also considering the diversity of not
n-gram-based but generated complete sentences them-
selves.

4.4 Baselines

In this paper, we compare our two models with the fol-
lowing approaches: LSTM-based Maximum Likelihood
Estimation (MLE-L), PG-BLEU, SeqGAN, RankGAN,
and MaliGAN. MLE-L represents the pre-training re-
sult of the generator, which all the other models un-
dergo before adversarial training. The pre-trained gen-
erators with the lowest loss in the validation set were
chosen for each method, including MLE-L. We com-
pare these models with our original TESGAN and P-
TESGAN, which is trained by adding zero-centered nor-
mal distribution noise 𝑧 to the generator’s output. We
also evaluate the GPT-2-based pre-trained seed inter-
pretation model (MLE-G) used in the TESGAN frame-
work. Since MLE-based models are trained without ad-
versarial training, they are shown as baselines in Fig-
ure 6. Finally, to demonstrate that the results of the
TESGAN-based models are not solely dependent on the
seed interpretation model but rather on seeds created
by the generator, we present the outcomes when using
Gaussian random noise as input for the seed interpre-
tation model.

5 Results

5.1 Metric-based Evaluation

In this section, we compare the results of the synthe-
sized text at every epoch of adversarial training using
the metrics mentioned in Section 4.3. This experiment
was performed with models trained on the DailyDia-
log dataset. Since Fréchet BERT Distance (FBD) and
Multi-Sets-Jaccard (MSJ) require a real text corpus, the
test set is used as the real text corpus. Data Synthesis
Ratio (DSR) is calculated with the training set as the
data memorization ratio needs to be computed.

The FBDs of the TESGAN-based models are lower
than the MLE-based autoregressive results, while the
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(a) FBD ↓ (b) MS-Jaccard2 ↑ (c) MS-Jaccard3 ↑

(d) MS-Jaccard4 ↑ (e) MS-Jaccard5 ↑ (f) DSR ↑

Figure 6: Illustration showing the results of the text-GAN models. In previous research, adversarial training is conducted
after the generator pre-training. MLE is represented as a baseline because it is a supervised pre-trained generator
without adversarial training.

Method FBDQ,D ↓ MSJ4Q,D ↑ MSJ5Q,D ↑ DSRM (𝑅𝑠𝑦𝑛, 𝑅𝑢𝑛𝑞 ) ↑ LM∗Q ↓ SBL3∗D↓ SBL4∗D ↓
TESGAN (ours) 2.899 0.042 0.021 0.967 (1, 0.936) 4.236 0.743 0.623
P-TESGAN (ours) 2.274 0.032 0.014 0.841 (0.997, 0.727) 3.642 0.790 0.702
SeqGAN (Yu et al., 2017) 6.153 0.040 0.015 0.880 (0.883, 0.877) 5.094 0.420 0.266
RankGAN (Lin et al., 2017) 6.409 0.048 0.023 0.890 (0.895, 0.886) 5.123 0.446 0.290
MaliGAN (Che et al., 2017) 21.436 0.003 0 0.030 (1, 0.015) - - -
PG-BLEU (Yu et al., 2017) 9.002 0.015 0.006 0.569 (0.555, 0.584) 4.584 0.628 0.484
MLE-L (Yu et al., 2017) 6.284 0.045 0.021 0.955 (0.925, 0.987) 5.168 0.403 0.242
MLE-G 9.592 0.026 0.014 0.078 (1, 0.040) 3.543 0.948 0.944
Random Noise † 14.142 0.016 0.006 0.930 (1, 0.869) 4.562 0.516 0.404

Table 1: Performance of the models. P-TESGAN denotes the perturbed TESGAN. † is the result of directly entering
Gaussian random noise as an input to the seed interpretation model. The second group of models consists of autore-
gressive models. ∗ denotes a metric not considered when selecting the best model. - denotes that the confidence of the
result is low because the quality of the synthesized sentence is poor. The superscript of each metric represents what
each metric can measure (Q: quality, D: diversity, M: data memorization).

baselines increase after having the lowest value at the
end of the first epoch of adversarial training, as shown
in Figure 6a. In terms of MSJ, as shown in Figure 6b-
6e, the previous studies report lower values than the
TESGAN-based models at the end of adversarial train-
ing, despite having higher results in the beginning.
On the other hand, MSJ results of the TESGAN-based
models slightly increase during adversarial training.
Moreover, some MSJ5 results of the original TESGAN
are higher than MLE-L during adversarial training, as
shown in Figure 6e. In the case of DSR, as shown in
Figure 6f, the original TESGAN also increases during

adversarial training, and some results are higher than
MLE-L. On the other hand, the results of the previous
studies decrease during adversarial training, resulting
in lower values than the TESGAN-based models in the
end. As adversarial learning progresses, the results of
the baselines deteriorate because the LSTM generator
tends to generate only a few unique sentences. Fur-
thermore, we will explain the reasons why the MLE-G
results of the GPT-2 base are relatively poor in the fol-
lowing section.

We chose the best model of each method consider-
ing the FBD, MSJ, and DSR results because these met-
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TESGAN (17-epoch, DailyDialog) P-TESGAN (10-epoch, DailyDialog) Random Noise
I’m so glad you finally got on the train. Hello, Mr. Smith. I’m Mary. Anything I have called three weeks
I just lost my job. I just want to tell you the truth. Is Is Is Is Is Is Is
Yeah. You mean the network connection? It’s the end of the world. Left and go to go to go to go
What happened? What do you want to do in this company? Mr Moon, Mr Moon. . .Mr Moon. . .
So you have to wait for a while. He just broke up with Ann. are you have finished 6 items?

TESGAN (18-epoch, IMDb)
This is probably one of the best of the best of the series.
I was bored to think about how stupid this movie was.
”The Deadly Loved One” is the story of a rebellious college basketball
I have to say, this is the worst film I have ever seen.
I was very excited to see it, anticipating Christmas eve.
This movie was one of the best of the year for me.

Table 2: Example of unconditionally synthesized sentences. P-TESGAN denotes the perturbed TESGAN.

rics evaluate quality, diversity, and data memorization.
We evaluated the text generated by each model per
epoch using the metrics mentioned above and com-
pared the best-performing models5. According to Ta-
ble 8 in Appendix E, we compare the baselines at 1-
epoch with TESGAN and P-TESGAN at 17 and 10-
epochs, respectively. After selecting the best models,
we calculated the Language Model score (LM) and Self-
BLEU (SBL) based on the text generated by each model.
As shown in Table 1, the TESGAN-based models show
the highest results in FBD and DSR. Also, the TESGAN-
based models show comparable results in MSJ com-
pared to the baselines and display the highest results
among the adversarial-based methods in terms of LM
score. However, in terms of SBL, TESGAN-based mod-
els perform worse than the baselines. In addition, the
results of Gaussian random noise demonstrate that the
TESGAN results are attributed to the seeds from the
generator. The first group of Table 2 shows the syn-
thetic text by TESGAN and Gaussian random noise. In
conclusion, MLE-L is a supervised pre-trained genera-
tor applied before adversarial training, but most of the
result curves of the prior methods showed lower perfor-
mance than MLE-L during adversarial training. On the
other hand, our TESGAN-based models showed better
results than MLE-L or improved performance during
adversarial training. Finally, the results according to
the epoch of the LM and SBL of each model are shown
in Appendix E.

5.2 Analysis of Autoregressive Models

In this section, we will analyze the results of the MLE-
based autoregressive models. Other baseline models
pretrain an LSTM-based generator before starting ad-
versarial training, while the TESGAN framework em-
ploys a GPT-2-based pre-trained seed interpretation
model. The results of the MLE-based models in Sec-

5Detailed results are shown in Appendix E

tion 5.1 are based on the evaluation of corpora gener-
ated in an autoregressive manner using the two pre-
trained models. MLE-based models generate sentences
in an autoregressive manner, starting from a specific
[𝑠𝑡𝑎𝑟𝑡 𝑡𝑜𝑘𝑒𝑛] and predicting the next token. If the
model predicts the next token in a greedy manner, all
generated sentences would be identical, exhibiting de-
terministic behavior. To prevent this, MLE-based mod-
els sample the next token based on the probability log-
its (Yu et al., 2017). This way, MLE-L results in diverse
token choices since the logit probability differences are
not large. On the other hand, MLE-G training fits the
data better than LSTM-based models, resulting in sig-
nificantly larger differences in the logits of the next to-
ken. As a consequence, MLE-G is relatively determin-
istic compared to MLE-L. Therefore, when generating
sentences without the use of the softmax temperature
technique (Hinton et al., 2015), MLE-G delivers high
quality, but it struggles to produce a variety of sen-
tences. In practice, sentences generated by MLE-G lack
diversity, which led to relatively lower results in Sec-
tion 5.1. However, it is worth noting that while diversity
may be lacking, the quality of the generated sentences
is high, and this aspect will be demonstrated in the next
section.

5.3 Human Evaluation

We conducted human evaluations based on the corpora
generated by each model. The corpora, comprising 50
randomly selected unique sentences that do not dupli-
cate those from the training set, were assessed by 10
annotators. We asked annotators to give higher scores
to corpora that contained more natural sentences on a
scale from 1 to 5. The scores presented in Table 3 rep-
resent the average scores assessed by each person. Ac-
cording to Table 3, TESGAN received the highest score,
with MLE-G achieving the second-highest result. As
mentioned in Section 5.2, MLE-G, despite facing chal-
lenges in generating diverse sentences, was able to pro-

Northern European Journal of Language Technology 10



Text Embedding Space GAN for Text Synthesis

Method Avg. Score
TESGAN (ours) 4.2
P-TESGAN (ours) 3.4
SeqGAN (Yu et al., 2017) 2.4
RankGAN (Lin et al., 2017) 2.0
MaliGAN (Che et al., 2017) 1.0
PG-BLEU (Yu et al., 2017) 1.6
MLE-L (Yu et al., 2017) 3.0
MLE-G 3.8

Table 3: Human evaluation scores (1 ∼ 5).

duce high-quality sentences.

5.4 General Applicability
In this section, we trained TESGAN with IMDb using
a larger volume than DailyDialog to assess the general
applicability of TESGAN. The IMDb-trained TESGAN
is evaluated with both the DailyDialog test set (zero-
shot) and the IMDb test set (non-zero-shot). Figures 7a
and 7b display the zero-shot and non-zero-shot test re-
sults of the IMDb-trained TESGAN, respectively. Addi-
tionally, the zero-shot results generally exhibit a simi-
lar trend to the non-zero-shot test, suggesting that the
model is being trained without bias toward the training
data. Furthermore, the second group in Table 2 presents
the synthetic text results of the IMDb-trained TESGAN.
Both the zero-shot and text synthesis results indicate
that TESGAN’s outcomes do not vary significantly de-
pending on the dataset, implying that TESGAN gen-
eralizes well and can be trained on diverse datasets.
Figure 7c also illustrates the DSR, LM, and SBL results
of the IMDb-trained TESGAN. Since these metrics are
evaluated not on the test set but on generated text data,
they consistently yield results regardless of the zero-
shot test.

5.5 Error Analysis
We also conducted three additional TESGAN trainings
without setting a manual seed in the code to confirm
reproducibility. To assess whether the sentences gen-
erated by the model for each trial converge as adver-
sarial training progresses, we calculated the Standard
Error of the Mean (SEM) based on the average results.
SEM is equivalent to the standard deviation of a sam-
ple mean taken from a population and represents the
standard deviation that indicates the extent of variabil-
ity in sample means. SEM is calculated by 𝜎√

𝑛
(𝜎 and 𝑛

denote average results and the number of trials). As a
result, the overall tendency of training outcomes during
adversarial training is similar. Furthermore, the SEM of
each epoch decreases during adversarial training, indi-
cating that each TESGAN converges. Figure 8 displays

the results of the four experiments, including the aver-
age results and SEM.

6 Discussion

6.1 Generator and Training Strategy

We found that the performance of the TESGAN frame-
work depends on the generator’s architecture. When
ReLU was used, dying ReLU (Lu et al., 2019) occurred,
where the negative values became zero, making it un-
suitable for text synthesis where diversity is impor-
tant. Additionally, the hyperbolic tangent (tanh) was
not adequate due to the problem of gradient vanish-
ing (Wang et al., 2019). Consequently, we adopted
Leaky ReLU (Maas et al., 2013) as the activation func-
tion between two convolutional layers of the genera-
tor. Furthermore, deep structures and batch normal-
ization tended to result in monotonous text synthe-
sis. Therefore, we designed the generator’s layers to be
wide rather than deep without batch normalization.

We also observed that the convergence of TESGAN
depends on the parameter update rate of the discrim-
inators and the generator. As in Algorithm 1, the dis-
criminators update their parameters only during odd
training epochs to allow the generator to catch up with
the discriminator’s learning because the convergence of
the generator is commonly slower than that of the dis-
criminator. When the discriminators updated their pa-
rameters at every training epoch, the same as the gen-
erator, adversarial training became unbalanced. Addi-
tionally, we conducted further experiments by chang-
ing the update frequency of the generator from once
to three times per mini-batch step. When the gener-
ator updated only once per step, the same as the dis-
criminators, it could not keep up with the learning of
the discriminators. On the other hand, when the gen-
erator updated three times per step, the discrimina-
tors could not keep up with the learning of the genera-
tor. Therefore, we chose to update the generator twice
per step, resulting in the generator being updated four
times more frequently per two epochs than the discrim-
inators, as explained in Algorithm 1.

6.2 Ablation Study

In this section, we confirm the effect of the four objec-
tive functions in Section 3.4, and the results are shown
in Table 4. When Seed Order Discriminator (SOD) and
Seed Distribution Prediction (SDP) were not used, there
was a significant difference in the results, indicating
that SOD and SDP are important for high-quality text
synthesis. Since MSJ evaluates text based on the n-
gram of tokens, the order of the synthesized text is im-
portant. Accordingly, the MSJ results of the ”w/o SOD”
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(a) Zero-shot results (b) Non-zero-shot results (c) DSR, LM, SBL results

Figure 7: Zero-shot, non-zero-shot results of IMDb-trained TESGAN. DSR, LM, and SBL results of IMDb-trained TES-
GAN are normalized for ease of viewing.

(a) FBD ↓ (b) MS-Jaccard2 ↑ (c) MS-Jaccard3 ↑

(d) MS-Jaccard4 ↑ (e) MS-Jaccard5 ↑ (f) DSR ↑

Figure 8: Illustration of TESGAN training results. TESGANs show similar trends for every trial, and SEMs decrease
during adversarial training.

in Table 4 are worse than those of the ”w/o Seed Struc-
ture Discriminator (SSD)”, which proves that SOD can
capture the token order representations. The four ob-
jective functions were used to achieve a good overall
result, demonstrating that each of the four objective
functions is playing a unique role.

6.3 Activation Function Study
The results varied depending on the activation func-
tions used at the end of the seed-making process. We
conducted experiments on sigmoid, tanh, and non-use
cases during the seed-making process, and their results
are shown in Table 5. Table 6 shows the quality of the
synthetic text for tanh and non-use cases, and the re-
sults are worse than those using sigmoid in Table 2.

However, according to Table 5, the DSR results of the
non-use case are higher than the sigmoid case. Thus,
we can see that a higher DSR does not always mean
good quality because DSR only considers data memo-
rization. Therefore, we select the model using the sig-
moid activation function, which has better results for
FBD and MSJ, and moderately high DSR.

6.4 Data Memorization Study
The pre-trained GPT-2, which has 124M parameters
and is used as the seed interpretation model, has been
trained on relatively large corpora. Therefore, we need
to confirm whether the low data memorization comes
from transfer learning or the TESGAN framework. We
trained three smaller seed interpretation models from
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Method FBD ↓ MSJ2 ↑ MSJ3 ↑ MSJ4 ↑ MSJ5 ↑ DSR LM∗ ↓
TESGAN w/o SSD (13) 2.8346 0.1377 0.0744 0.0394 0.0204 0.9497 4.1833
TESGAN w/o SOD (2) 4.7724 0.1125 0.0596 0.03115 0.0164 0.8656 4.7011
TESGAN w/o SDP (13) 38.1301 0.0580 0.0252 0.0099 0.0041 0.7390 -
TESGAN w/o SFP (16) 2.9202 0.1477 0.0790 0.0422 0.0209 0.9463 4.2339
TESGAN (17) 2.8994 0.1496 0.0789 0.0422 0.0214 0.9669 4.2361

Table 4: Results of the ablation study. Numbers in parentheses indicate the training epoch of the selected model. ∗
denotes a metric not considered when selecting the best model. - denotes that the confidence of the result is low
because the quality of the synthesized sentence is poor.

Activation FBD ↓ MSJ2 ↑ MSJ3 ↑ MSJ4 ↑ MSJ5 ↑ DSR ↑ LM∗ ↓

TESGAN
None 47.261 0.108 0.060 0.032 0.016 0.982 -
Tanh 9.780 0.110 0.057 0.030 0.015 0.871 5.402

Sigmoid 2.899 0.150 0.079 0.042 0.021 0.967 4.236

P-TESGAN
None 54.002 0.111 0.059 0.030 0.015 0.958 -
Tanh 20.158 0.118 0.061 0.031 0.015 0.937 -

Sigmoid 2.274 0.131 0.066 0.032 0.014 0.841 3.642

Table 5: Performance according to the activation functions of the generator. ∗ denotes a metric not considered when
selecting the best model. - denotes that the confidence of the result is low because the quality of the synthesized
sentence is poor.

TESGAN with Tanh P-TESGAN with Tanh
You are a little You ’ re a book?
I ’ m sorry to see you off. You ’ Ve come You are late.
I ’ m sorry. I ’ m doing ’ t “ all day ’ s
You ’ d like a tour to see the dentist. I don’t know what time it is?
You are late. I ’ m sorry to hear this!
TESGAN without activation P-TESGAN without activation
I ’ d like to say it! I ’ d like to I ’ s a big, that ’ s right.
Yes, do you want to buy? I like the back ones. They look like a shop.
I ’ s right over there? I ’, this ’, this ’! be real,
What’s the matter? I have a problem with my English textbooks.
I got a bite the food? I ’ s faster, George. I ’ d like to go

Table 6: Synthesized sentences by tanh and non-use cases in Table 5. P-TESGAN denotes the perturbed TESGAN.

scratch to measure the data memorization and they
have 54M, 75M, and 96M parameters each. As shown in
Figure 9, DSR is high regardless of the number of model
parameters during adversarial training, indicating that
the low data memorization comes from the TESGAN
framework.

7 Conclusion

In this work, we proposed a novel unsupervised text
synthesis framework, TESGAN. TESGAN facilitated the
gradient backpropagation of natural language discrete
tokens by creating a continuous text embedding space
called a seed. In most text-GAN studies, data memo-
rization had been inevitable because the generator had
to be pre-trained with an autoregressive approach be-

fore adversarial training. Therefore, we introduced TES-
GAN, which mitigated the data memorization issue by
applying an unsupervised GAN framework that does
not directly refer to the training data. TESGAN im-
proved text synthesis performance during adversarial
training and resulted in the best or comparable results
in terms of evaluation metrics. Additionally, TESGAN
exhibited the lowest data memorization ratio, and the
data memorization study confirmed that these results
were attributable to the TESGAN framework. Further-
more, TESGAN achieved the highest scores in human
evaluations. The ablation study highlighted the im-
portance of the four objective functions, and the syn-
thetic text results from a large dataset-trained TES-
GAN demonstrated its general applicability. This pa-
per underscores the potential of continuous embed-
ding spaces in conjunction with discrete tokens for text
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Figure 9: DSR results according to scales of seed inter-
pretation model.

synthesis through unsupervised learning. By integrat-
ing the concept of viewing text as a continuous space
with publicly available Large Language Models (Tou-
vron et al., 2023), models can synthesize more expres-
sive sentences, and we anticipate that many follow-up
studies will emerge.
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2017. Wasserstein generative adversarial networks.
In Proceedings of the 34th International Conference on
Machine Learning, volume 70 of Proceedings of Ma-
chine Learning Research, pages 214–223. PMLR.

Bowles, Christopher, Liang Chen, Ricardo Guerrero,
Paul Bentley, Roger Gunn, Alexander Hammers,
David Alexander Dickie, Maria Valdés Hernández,
Joanna Wardlaw, and Daniel Rueckert. 2018. Gan
augmentation: Augmenting training data using gen-
erative adversarial networks.

Bowman, Samuel R., Luke Vilnis, Oriol Vinyals, Andrew
Dai, Rafal Jozefowicz, and Samy Bengio. 2016. Gener-
ating sentences from a continuous space. In Proceed-
ings of The 20th SIGNLL Conference on Computational
Natural Language Learning, pages 10–21, Berlin, Ger-
many. Association for Computational Linguistics.

Caccia, Massimo, Lucas Caccia, William Fedus, Hugo
Larochelle, Joelle Pineau, and Laurent Charlin. 2020.
Language gans falling short. In 8th International Con-
ference on Learning Representations, ICLR 2020, Addis
Ababa, Ethiopia, April 26-30, 2020. OpenReview.net.

Che, Tong, Yanran Li, Ruixiang Zhang, R Devon Hjelm,
Wenjie Li, Yangqiu Song, and Yoshua Bengio. 2017.
Maximum-likelihood augmented discrete generative
adversarial networks.

Chen, Liqun, Shuyang Dai, Chenyang Tao, Dinghan
Shen, Zhe Gan, Haichao Zhang, Yizhe Zhang, Ruiyi

Zhang, Guoyin Wang, and Lawrence Carin. 2018.
Adversarial text generation via feature-mover’s dis-
tance. In Proceedings of the 32nd International Con-
ference on Neural Information Processing Systems,
NIPS’18, page 4671–4682, Red Hook, NY, USA. Cur-
ran Associates Inc.

Chung, Hyung Won, Le Hou, Shayne Longpre, Bar-
ret Zoph, Yi Tay, William Fedus, Yunxuan Li, Xuezhi
Wang, Mostafa Dehghani, Siddhartha Brahma, Al-
bert Webson, Shixiang Shane Gu, Zhuyun Dai, Mirac
Suzgun, Xinyun Chen, Aakanksha Chowdhery, Alex
Castro-Ros, Marie Pellat, Kevin Robinson, Dasha Val-
ter, Sharan Narang, Gaurav Mishra, Adams Yu, Vin-
cent Zhao, Yanping Huang, Andrew Dai, Hongkun
Yu, Slav Petrov, Ed H. Chi, Jeff Dean, Jacob Devlin,
Adam Roberts, Denny Zhou, Quoc V. Le, and Jason
Wei. 2022. Scaling instruction-finetuned language
models.

Dai, Wenliang, Junnan Li, Dongxu Li, Anthony
Meng Huat Tiong, Junqi Zhao, Weisheng Wang,
Boyang Li, Pascale Fung, and Steven Hoi. 2023. In-
structblip: Towards general-purpose vision-language
models with instruction tuning.

Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of deep
bidirectional transformers for language understand-
ing. In Proceedings of the 2019 Conference of the
North American Chapter of the Association for Com-
putational Linguistics: Human Language Technologies,
Volume 1 (Long and Short Papers), pages 4171–4186,
Minneapolis, Minnesota. Association for Computa-
tional Linguistics.

Diao, Shizhe, Xinwei Shen, Kashun Shum, Yan Song,
and Tong Zhang. 2021. TILGAN: Transformer-based
implicit latent GAN for diverse and coherent text
generation. In Findings of the Association for Com-
putational Linguistics: ACL-IJCNLP 2021, pages 4844–
4858, Online. Association for Computational Linguis-
tics.

Fedus, William, Ian J. Goodfellow, and Andrew M. Dai.
2018. Maskgan: Better text generation via filling
in the . In 6th International Conference on
Learning Representations, ICLR 2018, Vancouver, BC,
Canada, April 30 - May 3, 2018, Conference Track Pro-
ceedings. OpenReview.net.

Goodfellow, Ian, Jean Pouget-Abadie, Mehdi Mirza,
Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron
Courville, and Yoshua Bengio. 2014. Generative ad-
versarial nets. In Advances in Neural Information Pro-
cessing Systems, volume 27. Curran Associates, Inc.

Graves, Alex. 2013. Generating sequences with recur-
rent neural networks. CoRR, abs/1308.0850.

Northern European Journal of Language Technology 15



Text Embedding Space GAN for Text Synthesis

Guo, Jiaxian, Sidi Lu, Han Cai, Weinan Zhang, Yong Yu,
and Jun Wang. 2018. Long text generation via adver-
sarial training with leaked information. In Proceed-
ings of the AAAI conference on artificial intelligence,
volume 32.

Heusel, Martin, Hubert Ramsauer, Thomas Un-
terthiner, Bernhard Nessler, and Sepp Hochreiter.
2017. Gans trained by a two time-scale update rule
converge to a local nash equilibrium. In Advances
in Neural Information Processing Systems, volume 30.
Curran Associates, Inc.

Hinton, Geoffrey, Oriol Vinyals, and Jeffrey Dean. 2015.
Distilling the knowledge in a neural network. In NIPS
Deep Learning and Representation LearningWorkshop.

Hochreiter, Sepp and Jürgen Schmidhuber. 1997. Long
Short-Term Memory. Neural Computation, 9(8):1735–
1780.

Jang, Eric, Shixiang Gu, and Ben Poole. 2017. Categor-
ical reparameterization with gumbel-softmax. In 5th
International Conference on Learning Representations,
ICLR 2017, Toulon, France, April 24-26, 2017, Confer-
ence Track Proceedings. OpenReview.net.

Karras, Tero, Miika Aittala, Samuli Laine, Erik
Härkönen, Janne Hellsten, Jaakko Lehtinen, and
Timo Aila. 2021. Alias-free generative adversarial
networks.

Karras, Tero, Samuli Laine, and Timo Aila. 2018. A style-
based generator architecture for generative adversar-
ial networks.

Kingma, Diederik P. and Jimmy Ba. 2014. Adam:
A method for stochastic optimization. Cite
arxiv:1412.6980Comment: Published as a conference
paper at the 3rd International Conference for Learn-
ing Representations, San Diego, 2015.

Kingma, Diederik P. and Max Welling. 2014. Auto-
Encoding Variational Bayes. In 2nd International Con-
ference on Learning Representations, ICLR 2014, Banff,
AB, Canada, April 14-16, 2014, Conference Track Pro-
ceedings.

Kullback, S. and R. A. Leibler. 1951. On Information
and Sufficiency. The Annals of Mathematical Statis-
tics, 22(1):79 – 86.

Lester, Brian, Rami Al-Rfou, and Noah Constant. 2021.
The power of scale for parameter-efficient prompt
tuning. In Proceedings of the 2021 Conference on Em-
pirical Methods in Natural Language Processing, pages
3045–3059, Online and Punta Cana, Dominican Re-
public. Association for Computational Linguistics.

Li, Junnan, Dongxu Li, Silvio Savarese, and Steven Hoi.
2023. Blip-2: Bootstrapping language-image pre-
training with frozen image encoders and large lan-
guage models.

Li, Yanran, Hui Su, Xiaoyu Shen, Wenjie Li, Ziqiang
Cao, and Shuzi Niu. 2017. DailyDialog: A manually
labelled multi-turn dialogue dataset. In Proceedings
of the Eighth International Joint Conference on Natural
Language Processing (Volume 1: Long Papers), pages
986–995, Taipei, Taiwan. Asian Federation of Natural
Language Processing.

Lin, Chin-Yew. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain. As-
sociation for Computational Linguistics.

Lin, Kevin, Dianqi Li, Xiaodong He, Zhengyou Zhang,
and Ming-Ting Sun. 2017. Adversarial ranking for
language generation. In Proceedings of the 31st In-
ternational Conference on Neural Information Process-
ing Systems, NIPS’17, page 3158–3168, Red Hook, NY,
USA. Curran Associates Inc.

Lu, Lu, Yeonjong Shin, Yanhui Su, and George Em Kar-
niadakis. 2019. Dying relu and initialization: Theory
and numerical examples. ArXiv, abs/1903.06733.

Maas, Andrew L., Raymond E. Daly, Peter T. Pham, Dan
Huang, Andrew Y. Ng, and Christopher Potts. 2011.
Learning word vectors for sentiment analysis. In Pro-
ceedings of the 49th Annual Meeting of the Association
for Computational Linguistics: Human Language Tech-
nologies, pages 142–150, Portland, Oregon, USA. As-
sociation for Computational Linguistics.

Maas, Andrew L., Awni Y. Hannun, and Andrew Y. Ng.
2013. Rectifier nonlinearities improve neural network
acoustic models. In in ICMLWorkshop onDeep Learn-
ing for Audio, Speech and Language Processing.

de Masson d’Autume, Cyprien, Mihaela Rosca, Jack W.
Rae, and Shakir Mohamed. 2019. Training language
gans from scratch. In Neural Information Processing
Systems.

Nie, Weili, Nina Narodytska, and Ankit Patel. 2019. Rel-
gan: Relational generative adversarial networks for
text generation. In 7th International Conference on
Learning Representations, ICLR 2019, NewOrleans, LA,
USA, May 6-9, 2019. OpenReview.net.

Ouyang, Long, Jeff Wu, Xu Jiang, Diogo Almeida, Car-
roll L. Wainwright, Pamela Mishkin, Chong Zhang,
Sandhini Agarwal, Katarina Slama, Alex Ray, John
Schulman, Jacob Hilton, Fraser Kelton, Luke Miller,
Maddie Simens, Amanda Askell, Peter Welinder, Paul
Christiano, Jan Leike, and Ryan Lowe. 2022. Training

Northern European Journal of Language Technology 16



Text Embedding Space GAN for Text Synthesis

language models to follow instructions with human
feedback.

Papineni, Kishore, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic evalua-
tion of machine translation. In Proceedings of the 40th
Annual Meeting of the Association for Computational
Linguistics, pages 311–318, Philadelphia, Pennsylva-
nia, USA. Association for Computational Linguistics.

Press, Ofir, Amir Bar, Ben Bogin, Jonathan Berant, and
Lior Wolf. 2017. Language generation with recur-
rent generative adversarial networks without pre-
training. CoRR, abs/1706.01399.

Radford, Alec, Luke Metz, and Soumith Chintala. 2015.
Unsupervised representation learning with deep con-
volutional generative adversarial networks.

Radford, Alec, Jeffrey Wu, Rewon Child, David Luan,
Dario Amodei, and Ilya Sutskever. 2018. Language
models are unsupervised multitask learners.

Sandfort, Veit, Ke Yan, Perry Pickhardt, and Ronald
Summers. 2019. Data augmentation using generative
adversarial networks (cyclegan) to improve general-
izability in ct segmentation tasks. Scientific Reports,
9.

Santoro, Adam, Ryan Faulkner, David Raposo, Jack Rae,
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A Details of Models

A.1 Seed Interpretation Model

The seed interpretation model 𝑓𝜃 (·) is necessary to pre-
dict subsequent sentences a seed makes. Therefore, the
seed interpretation model must be trained with multi-
turn sentences in an autoregressive way. Our inter-
pretation model inherits the 12-layer GPT-2, derived
from the decoder of the transformer language model
(Vaswani et al., 2017), and has 124M parameters. We
used the model achieving the highest NLTK BLEU-46

in the validation set of each dataset in Table 7 as the
seed interpretation model.

A.2 Generator

The generator 𝑔𝜙 (·) consists of two 1D transposed con-
volutional layers and has 3.3M parameters. The first
and the second layers conduct convolution with 128
and 16 filters, respectively. Since sentences vary ac-
cording to types of tokens and their order, forms of the
real seed 𝐻𝑟𝑒𝑎𝑙 are also varied. The generator generates
seeds from the uniform distribution noise𝑋 with an in-
terval of [−10, 10) to make diverse forms of the seeds.
Furthermore, the fake seeds generated by the deep con-
volutional layers and batch normalization results tend
to synthesize only monotonous sentences. Thus, layers
of the generator are constructed not deeply but widely
and the generator does not have batch normalization
layers. Leaky ReLU is used as the activation function
between the two convolutional layers.

A.3 Seed Structure Discriminator (SSD)

Sentence structure is important for constructing a com-
plete sentence. For example, “I love you so much” is
structurally error-free, but “I love like so much” and “I
love” are not. Because real seeds are created from per-
fect sentences, they retain the structural representation
of sentences. Therefore it is important that the fake
seeds should capture the structural features of the real
seeds. We assume that every sentence can be the first
sentence in multi-turn cases. Thus, the real seeds are
obtained from sentences where the [𝐶𝐿𝑆] token is in-
serted at the beginning like Equation 3. We use the 2-
layer BERT 𝑑𝛼 (·) to capture the structural features of
sentences, and the [𝐶𝐿𝑆] token’s feature is used to pre-
dict whether the seed is real (label 1) or fake (label 0).
In addition, real and fake seeds do not pass through the
embedding part of the BERT because they are already
embedding spaces. Finally, the BERT used in SSD has
54M parameters.

6https://www.nltk.org/_modules/nltk/translate/

bleu_score.html

A.4 Seed Order Discriminator (SOD)
The order of tokens is important for constructing sen-
tences. For example, “I love you so much” is syntacti-
cally correct, but “I you love so much” and “I love you
much so” are not. We use a 2-layer Bidirectional LSTM
to consider both forward and backward directions of
sentences and the model has 24M parameters. The
concatenated hidden states of the last token ([𝑆𝐸𝑃] or
[𝑃𝐴𝐷]) and the first token ([𝐶𝐿𝑆]) are used to predict
whether the seed is real (label 1) or fake (label 0).

B Loss Function
Here, we show whole loss functions of TESGAN:

Seed Interpretation Model :

L𝐿𝑀 = − 1
𝑁

𝑁∑︁
𝑛=1

log
𝑒𝑥𝑝 (𝑥𝑛,𝑦𝑛 )∑𝐶
𝑐=1 𝑒𝑥𝑝 (𝑥𝑛,𝑐 )

Adversarial Training Training

d − step :

L𝐷 = − 1
𝑁

𝑁∑︁
𝑖=1

{[
𝑦𝑖 log𝑥𝑖 + (1 − 𝑦𝑖 ) log (1 − 𝑥𝑖 )

]𝑟𝑒𝑎𝑙/𝑓 𝑎𝑘𝑒
𝑆𝑆𝐷

+[
𝑦𝑖 log𝑥𝑖 + (1 − 𝑦𝑖 ) log (1 − 𝑥𝑖 )

]𝑟𝑒𝑎𝑙/𝑓 𝑎𝑘𝑒
𝑆𝑂𝐷

}
g − step :

L𝐺 = − 1
𝑁

𝑁∑︁
𝑖=1

{[
𝑦𝑖 log𝑥𝑖 + (1 − 𝑦𝑖 ) log (1 − 𝑥𝑖 )

] 𝑓 𝑎𝑘𝑒
𝑆𝑆𝐷

+[
𝑦𝑖 log𝑥𝑖 + (1 − 𝑦𝑖 ) log (1 − 𝑥𝑖 )

] 𝑓 𝑎𝑘𝑒
𝑆𝑂𝐷

+

𝜎
(
𝑓𝜃 (𝐻𝑟𝑒𝑎𝑙 )

)
log

𝜎
(
𝑓𝜃 (𝐻𝑟𝑒𝑎𝑙 )

)
𝜎
(
𝑓𝜃 (𝐻𝑓 𝑎𝑘𝑒 )

) +
∥𝜇𝑟 − 𝜇𝑓 ∥22 + ∥𝐻𝑟𝑒𝑎𝑙 − 𝐻𝑓 𝑎𝑘𝑒 ∥1

}
(15)

The first loss function in Equation 15 is cross-entropy
and is used to train the seed interpretation model. The
loss functions used in adversarial training operate dif-
ferently in the discriminator and generator steps. In the
discriminator step (d-step), the loss function is designed
to train the discriminator to distinguish between real
and fake seeds, predicting them as 1 and 0, respectively.
On the other hand, in the generator step (g-step), the
loss function aims to train the generator to predict fake
seeds as 1. Additionally, SDP and SFP losses are added
to assist the generator learning during the g-step.

C Statistics of Datasets
Table 7 shows the statistics of the two datasets used
in this paper. We excluded single-turn reviews when
constructing the IMDb multi-turn dataset. For the
baseline performance experiments, we generated fake
seeds equal to the number of sentences in the DailyDi-
alog dataset to conduct TESGAN training (adversarial
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training). Similarly, for the general applicability experi-
ments, we generated nearly 300k fake seeds to conduct
the experiments with IMDb datasets.

D Hyperparameters
The TESGAN framework has two training steps. The
first step is seed interpretation model training. The
multi-turn data for seed interpretation model training
were limited to a maximum of four and eight turns in
performance (DailyDialog-trained) and general appli-
cability (IMDb-trained) experiments, respectively. Also,
the maximum length of the sentence was set to 16 and
32 for each experiment (total sequence length of each
experiment was 64 and 256). The 12-layer GPT-2 is
used as the seed interpretation model, and both hid-
den and embedding dimensions are 768. We adopted
the byte-pair-encodings (BPE) (Sennrich et al., 2016) to-
kenizer with 50,260 vocabularies in the seed interpreta-
tion model. We used the Adam optimizer (Kingma and
Ba, 2014) with 1𝑒−3 learning rate to train the seed in-
terpretation model and set the mini-batch size to 100.

In the adversarial training phase, the sentences
used as the seeds are composed of tokens explained in
Equation 3, and the length of each sentence is set to
16 including special tokens. The discriminators are up-
dated by the loss of SSD and SOD during adversarial
training. Also, the generator is updated not only by the
loss of SSD and SOD but also that of SDP and SFP.

The fake seeds are generated from the uniform dis-
tribution noise 𝑋 with an interval of [−10, 10) by the
generator, which has two convolutional processes. In
addition, the Leaky ReLU with slope 0.5 and the sig-
moid are used in the middle and the end of the genera-
tor, respectively. We used the Adam optimizer with 2𝑒−4
learning rate when training DailyDialog because the
generator has difficulty converging when the learning
rate exceeds 4𝑒−4. However, when training on IMDb,
a larger dataset than DailyDialog, we set the learning
rate to 5𝑒−4. The BERT and the LSTM models, used as
SSD and SOD respectively, consist of two layers and
768 hidden dimensions. Both discriminators used the
Adam optimizer with 5𝑒−4 and 1𝑒−3 learning rate, re-
spectively. When the learning rates of the discrimi-
nators were larger than the proposed values, adversar-
ial learning was imbalanced. Also, the mini-batch size
was set to 128 during adversarial training. Lastly, all
the above experiments took place on a machine with
Ubuntu 18.04.5 and an NVIDIA RTX 3090 GPU.

E Additional Results
We provide evaluation results of the text generated by
each model per epoch. Table 8 shows the results of 1,

5, 10, 15, 17, and 20-epoch results of each model. Also,
Figure 10 shows LM and SBL results of the TESGAN-
based models and the baselines. In Figure 10, the SBL
results of the baselines tend to increase.
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Statistics
DailyDialog IMDb

Train Validation Test Train Validation Test
# of multi-turn set 11,118 1,000 1,000 24,890 12,500 12,390
Total sentences 87,170 8,069 7,740 299,137 150,369 148,768
Avg. # of turns per set 7.84 8.07 7.74 12.02 12.03 12.01
Avg. # of words per sentence 11.30 11.21 11.44 19.34 19.40 19.28
Avg. # of tokens per sentence 14.51 14.39 14.69 24.25 24.31 24.20

Table 7: Statistics of datasets

Method Epoch FBD ↓ MSJ2 ↑ MSJ3 ↑ MSJ4 ↑ MSJ5 ↑ DSR (𝑅𝑠𝑦𝑛, 𝑅𝑢𝑛𝑞 ) ↑

TESGAN

1 3.441 0.129 0.067 0.034 0.018 0.911 (1, 0.836)
5 3.826 0.137 0.072 0.037 0.018 0.932 (1, 0.873)
10 3.185 0.132 0.069 0.035 0.016 0.932 (0.999, 0.873)
15 2.624 0.146 0.080 0.041 0.020 0.961 (1, 0.925)
17 2.899 0.150 0.079 0.042 0.021 0.967 (1, 0.936)
20 3.339 0.131 0.068 0.035 0.017 0.932 (1, 0.872)

P-TESGAN

1 6.146 0.112 0.057 0.029 0.013 0.803 (1, 0.671)
5 3.746 0.118 0.060 0.030 0.016 0.801 (0.998, 0.669)
10 2.274 0.131 0.066 0.032 0.014 0.841 (0.997, 0.727)
15 2.132 0.121 0.061 0.030 0.014 0.812 (1, 0.683)
17 2.274 0.122 0.063 0.031 0.014 0.789 (0.998, 0.653)
20 2.309 0.119 0.058 0.029 0.014 0.784 (0.997, 0.646)

SeqGAN

1 6.153 0.185 0.091 0.040 0.015 0.880 (0.883, 0.877)
5 6.373 0.121 0.065 0.032 0.014 0.602 (0.639, 0.568)
10 9.432 0.064 0.034 0.017 0.007 0.289 (0.34, 0.251)
15 18.471 0.012 0.006 0.003 0 0.019 (0.025, 0.015)
17 24.504 0.004 0.002 0.001 0 0.004 (0.006, 0.003)
20 28.048 0 0 0 0 0.001 (0.013, 0.001)

RankGAN

1 6.409 0.189 0.096 0.048 0.023 0.890 (0.895, 0.886)
5 6.778 0.160 0.084 0.04 0.016 0.82 (0.851, 0.791)
10 10.862 0.138 0.074 0.037 0.018 0.739 (0.799, 0.687)
15 9.732 0.118 0.060 0.030 0.015 0.699 (0.791, 0.625)
17 9.893 0.115 0.058 0.028 0.012 0.696 (0.792, 0.62)
20 12 0.114 0.056 0.026 0.011 0.721 (0.836, 0.634)

MaliGAN

1 21.436 0.015 0.006 0.003 0 0.030 (1, 0.015)
5 16.589 0.003 0 0 0 0.027 (1, 0.014)
10 57.769 0 0 0 0 0 (1, 0)
15 57.769 0 0 0 0 0 (1, 0)
17 57.769 0 0 0 0 0 (1, 0)
20 57.769 0 0 0 0 0 (1, 0)

PG-BLEU

1 9.002 0.071 0.036 0.015 0.006 0.569 (0.555, 0.584)
5 18.974 0.017 0.008 0 0 0.139 (0.472, 0.082)
10 21.568 0.001 0.001 0 0 0.041 (0.792, 0.021)
15 89.764 0 0 0 0 0.004 (0.773, 0.002)
17 142.384 0 0 0 0 0.003 (1, 0.001)
20 142.384 0 0 0 0 0.001 (1, 0.001)

Table 8: Performance of each model per epoch.

(a) LM ↓ (b) SBL3 ↓ (c) SBL4 ↓

Figure 10: LM, SBL results of TESGAN-based models and baselines trained with DailyDialog.
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Abstract In this article we present the first dataset of multiple choice questions (MCQs) for assessing reading comprehension in
Ukrainian. The dataset is based on the texts from the Ukrainian national tests for reading comprehension, and the MCQs themselves
are created semi-automatically in three stages. The first stage was to use GPT-3 to generate the MCQs zero-shot, the second stage
was to select MCQs of sufficient quality and revise the ones with minor errors, whereas the final stage was to expand the dataset
with the MCQs written manually. The dataset is created by the Ukrainian language native speakers, one of whom is also a language
teacher. The resulting corpus has slightly more than 900 MCQs, of which only 43 MCQs could be kept as they were generated by
GPT-3.

1 Introduction
Assessing reading comprehension is of interest both
for the native speakers of any language (for instance,
through PISA (OECD, 2019) assessments), and for the
foreigners learning the language (e.g., through IELTS1

for English, DELE2 for Spanish, or DELF3 for French).
In both cases the skills are frequently assessed on the
same scale, namely the one proposed by the Common
European Frame of Reference (CEFR; Council of Europe
(2001)). One of the assessment formats recommended
on any CEFR-level is multiple choice questions (MCQs),
which consist of the following components:

• stem, typically a question inquiring about some
information from the text;

• key, the correct answer for the stem;

• distractors, wrong but plausible options.

The key and the distractors together are called alterna-
tives. Note that reading comprehension MCQs require
carefully selected texts, which are absolutely crucial,
since reading comprehension MCQs are not designed
to stand on their own.

In practice, the assessment with MCQs is rather
popular because it enables fast, automatic, and thus ob-
jective grading. On the other hand, creating MCQs is

1https://www.ielts.org/
2https://www.dele.org/
3https://fiaf.org/exams/delf-dalf/

comparatively slow and requires a lot of manual efforts,
which motivated the research on NLP methods for gen-
erating MCQs automatically. As Ch and Saha (2018)
report, researchers have tried different techniques for
MCQ generation, ranging from the manually created
pipelines to more recent methods based on learning
from data. Indeed, the introduction of large language
models (LLMs), such as BERT (Devlin et al., 2019), or
GPT-3 (Brown et al., 2020), resulted in new approaches
being tested for many NLP tasks, not least for MCQ
generation, especially for English (Vachev et al., 2022;
Raina and Gales, 2022; Dijkstra et al., 2022). By compar-
ison, MCQ generation problem (particularly for reading
comprehension) received much less attention in other
languages, and especially in Ukrainian. In this work we
aim to bridge the gap for Ukrainian by making the fol-
lowing contributions:

• We present the first (to the best of our knowl-
edge) dataset of Ukrainian MCQs for reading
comprehension called QUA-RC. The dataset con-
tains more than 900 MCQs (for example, the En-
glish translation of one such MCQ is provided
in Figure 1), and is designed with the Ukrainian-
first mindset (instead of being a translation of an-
other dataset). The texts are taken from the real-
world Ukrainian reading comprehension tests,
and the MCQs themselves are created semi-
automatically using GPT-3 (zero-shot), followed
by manual curation and then manual expansion
of the dataset.
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• At the same time, we evaluate GPT-3 on the task
of generating MCQs for reading comprehension
in Ukrainian in a zero-shot manner. Our evalu-
ation reveals extensive shortcomings of this ap-
proach with less than 10% of MCQs judged to be
of sufficient quality.

Both the dataset, and the accompanying source code
are available on GitHub: https://github.com/

dkalpakchi/QUA-RC.

Text:
[…] Is there at least one city in Ukraine that
can be viewed as an example in these terms? ”It
is Lviv, which is a pioneer city and a role model
for the whole country in the attitude towards
animals. There is an excellent communal
enterprise that registers pets, keeps a clear
electronic account of homeless four-legged
friends and tracks their number,” says Oleksan-
dra Mezinova, head of the Kyiv animal shelter.

Stem:
Which Ukrainian city is seen as exemplary in its
attitude to animals?

Alternatives:
(A) Kyiv
(B) Lviv
(C) Kharkiv
(D) Zaporizhzhia

Figure 1: An example MCQ with an accompanying text
from the collected QUA-RC dataset (translated from
Ukrainian into English). The alternative in bold de-
notes the key, whereas all the other alternatives (in this
case (A), (C), and (D)) denote the distractors.

2 Related work
To the best of our knowledge there has been no prior
work on creating datasets of MCQs specifically for
Ukrainian first, let alone semi-automatically.

In parallel with this work Bandarkar et al. (2023)
have developed Belebele benchmark where they have
created a parallel reading comprehension dataset in 122
languages, with Ukrainian being among them. The
texts and MCQs in the dataset have been manually
translated from English with reportedly rigorous cura-
tion process. The texts for this dataset were taken from
three sources: WikiNews, WikiVoyage and WikiBooks.
By their nature, such texts contain mostly facts, lack-
ing, for instance, literary devices or dialogues, and often

appear additionally structured (compared to narrative
texts) for ease of reading. Moreover, the translations for
the dataset were produced to maximize the alignment
between 122 languages, which could lead to the in-
creased use of Translationese (Gellerstam, 1986), as the
authors themselves note. By contrast, the texts used in
our dataset are taken directly from the Ukrainian na-
tional tests for reading comprehension, meaning they
are guaranteed to not contain Translationese, and are
considered to be of suitable quality by the experts.

The translated datasets in Ukrainian are scarce even
when looking at the broader field of Question Answer-
ing. The only work that we are aware of is an attempt at
translating the SQuAD dataset (Rajpurkar et al., 2016)
to Ukrainian4. However, it is unclear to what extent the
translations have been curated, and the dataset con-
tains no distractors (similar to the original SQuAD).

In general, the idea of creating synthetic QA
datasets is not new, and has been rejuvenated by the
advent of Large Language Models (LLMs). For instance,
Alberti et al. (2019) produced synthetic question-
answer pairs by using three different BERT (Devlin
et al., 2019) models fine-tuned on SQuAD2 (Rajpurkar
et al., 2018) to perform three different tasks: (1) extract
the potential answer, (2) generate the question for that
answer, and (3) answer this new question to check for
the roundtrip consistency and filter-out the inconsis-
tent questions.

The idea of creating synthetic MCQ datasets is not
new either. For instance, Kalpakchi and Boye (2023)
generated MCQs using OpenAI’s GPT-3 (Brown et al.,
2020) in a zero-shot manner. After curating the output,
44% of MCQs turned out to be of acceptable quality. In
this work we build on the work of Kalpakchi and Boye
(2023) and expand it in the following ways:

• we perform our experiment in Ukrainian, which
differs from English much more than Swedish, in
multiple ways: (1) it uses a different script, (2) it
is characterised by a relaxed word order, and (3)
it is more morphologically complex;

• our prompt attempts for a fine-grained control
by requesting MCQs with a different number of
alternatives (e.g., one MCQ with two alterna-
tives, three MCQs with three alternatives, and
two MCQs with four alternatives) to get an indi-
cation of the extent to which such format control
is possible;

• we removed the request for MCQs of varying
complexity since GPT-3 could not arrange the
MCQs in the order of increasing complexity, as
reported by Kalpakchi and Boye (2023).

4https://huggingface.co/datasets/FIdo-AI/ua-squad
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Additionally, in contrast to Kalpakchi and Boye (2023),
we also attempt to revise the generated MCQs that
did not meet the quality standards. Furthermore, we
expand the dataset with manually written MCQs, in-
stead of relying entirely on the synthetically generated
MCQs, thus taking a semi-automatic approach. We
also conduct a pilot investigation and check to what ex-
tent the synthesised MCQs could inspire the creation of
the new ones.

3 Data
Any MCQ dataset for reading comprehension consists
of the texts and MCQs based on these texts. The choice
of texts is crucial in this endeavour as it partly defines
what kinds of MCQs would appear in the dataset (e.g.,
those testing simple text scanning skills, or more ad-
vanced, asking the reader to compare or contrast). In
this paper we took the texts from the Ukrainian na-
tional tests in the Ukrainian language and literature,
which are part of the university admission exams in
Ukraine, called External independent evaluation, EIE
(Ukr. “Зовнiшнє незалежне оцiнювання, ЗНО”).
Specifically, we took the texts from the “Reading” sec-
tion of the tests administered between 2007 and 2021
(the last year before the radical change of format). We
have cleaned the texts by removing titles and/or subti-
tles of the original texts, numeration of the text parts,
and other notes (e.g., names of the authors, number
of the words included to the text). Additionally, we
have filtered out texts that included non-continuous el-
ements (following the definition of OECD (2019), e.g.,
lists) or relied on images for the narration.

Furthermore, we were forced to split the vast ma-
jority of the texts into parts, which resulted in 62 ex-
cerpts from the 32 original texts. The reason behind
the aforementioned splitting is illustrated by Figure 3,
which shows that one word in Ukrainian corresponded
to between slightly less than 7 and 8.5 GPT-3 tokens,
(in stark contrast to roughly 1.335 tokens per word for
English).

While the aforementioned problem is often solved
using the sliding window approach, we would like to ar-
gue that it is not sufficient for this particular problem.
The reason behind this is that the generated MCQs
need to go beyond “local” factual questions about the
information that is presented in a couple of sentences.
Indeed, we are also interested in the MCQs that test
higher-order reading skills (e.g. making high-level in-
ferences or drawing conclusions from a text), for in-
stance, MCQs with such stems as “What is the main
idea of the text?”, “Why did X do Y and not Z?”, or

5Based on the information here:
https://help.openai.com/en/articles/

4936856-what-are-tokens-and-how-to-count-them

“What is the relationship between X and Y, according
to the text?”, which are prevalent in real-world reading
comprehension tests. If we require a model to gener-
ate such stems in a reliable way, the whole text must be
provided to a generation model.

Bearing in mind that we asked GPT-3 to generate
𝑁𝑞 MCQs per text, we have empirically identified that
the excerpts should be at most 250 words long to allow
enough space for the MCQs themselves. Additionally,
we took only those excerpts which discuss a particular
topic and/or convey a certain idea, so that each of them
can be perceived as a standalone text. The extracted 62
excerpts are divided into the following three types:

• Narrative texts mainly convey facts or tell a
story informing the reader about something or
somebody. The texts can be of an encyclope-
dic nature (providing summarised knowledge on
a certain object or phenomenon), or biographi-
cal (narrating life of famous people). Contrary
to the Wikipedia-style factual texts, narrative
texts in our dataset include literary devices (e.g.,
metaphors).

• Descriptive texts portray something or somebody
by giving detailed characteristics of their appear-
ance or features. These texts can include ele-
ments of narrative texts.

• Argumentative texts convey a certain opinion or a
set of opinions (of one or several people) aiming
to persuade the reader and/or encourage them to
take a certain action. These texts can include el-
ements of narrative and/or descriptive texts.

Later in the article we will refer to these 62 excerpts as
simply texts.

4 Method
In this work we have investigated the three-stage semi-
automatic approach to creating the MCQ dataset. At
the first stage, we have seeded GPT-3 with the follow-
ing prompt in Ukrainian in an attempt to synthesise
𝑁𝑇
𝑞 MCQs:

Напиши 𝑁𝑇
𝑞 рiзних завдань до даного текс-

ту для перевiрки розумiння прочитаного.
У кожному завданнi має бути одне запита-
ння, пронумероване арабськими цифрами
(1, 2, 3 ...). З цих 𝑁𝑇

𝑞 завдань 𝑆𝑇2 мiстити
два варiанти вiдповiдi, 𝑆𝑇3 мiстити три варi-
анти вiдповiдi, 𝑆𝑇4 мiстити чотири варiанти
вiдповiдi. Варiанти вiдповiдi повиннi мати
вигляд перелiку, позначеного буквами (а,
б, в, г). З усiх варiантiв другий варiант (б)
завжди має бути правильною вiдповiддю.
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У кожному завданнi правильною має бути
лише одна вiдповiдь.

To aid the reader, we supply the English transla-
tion of the prompt, although we stress again that the
prompt was fed to GPT-3 in Ukrainian.

Write 𝑁𝑇
𝑞 different reading comprehension tasks

for this text. In each task there should be one
question, enumerated with arabic numbers (1,
2, 3 …). From these 𝑁𝑇

𝑞 tasks, 𝑆𝑇2 contain two
answer alternatives, 𝑆𝑇3 contain three answer al-
ternatives, 𝑆𝑇4 contain four answer alternatives.
Answer alternatives should be in the form of a
list, marked by letters (а, б, в, г). From all these
alternatives, the second alternative (б) must al-
ways be the correct answer. In each task there
must be only one correct answer.

The number 𝑁𝑇
𝑞 was calculated as follows:

𝑁𝑇
𝑞 = max

(
3,

⌈
𝑊𝑇

𝑊

⌉)
(1)

In Equation 1 𝑊𝑇 denotes the number of space-
separated tokens in the text 𝑇 , and 𝑊 denotes the av-
erage number of space-separated tokens per text in the
corpus. In this article we have empirically calculated
𝑊 = 14 based on the collected 62 texts.

Each 𝑆𝑇𝑥 is a string of the form “𝑁𝑇
𝑥 <should>”,

where 𝑁𝑇
𝑥 is the requested number of MCQs with 𝑥

alternatives, and <should> is the correct form of the
Ukrainian verb “мати” (equivalent to the Eng. should
in this context) grammatically aligned with the num-
ber 𝑁𝑇

𝑥 , which is calculated as follows:

𝑁𝑇
𝑥 =

⌊
𝑁𝑇
𝑞

3

⌋
+ 1𝑁𝑇

𝑞 %3>4−𝑥 (2)

In Equation 2, 1𝑁𝑇
𝑞 %3>4−𝑥 is an indicator function taking

the value of 1 if 𝑁𝑇
𝑞 % 3 > 4 − 𝑥 holds, and 0 otherwise.

Since 𝑁𝑇
𝑞 %3 ≤ 2, the aforementioned condition enables

distributing the remainder 𝑁𝑇
𝑞 % 3 roughly equally be-

tween 𝑁𝑇
𝑥 , by first incrementing 𝑁𝑇

4 , and then 𝑁𝑇
3 .

At the second stage we went through all synthe-
sised MCQs and divided them into the following three
types:

• Kept denote MCQs of sufficient quality that did
not require any corrections. We use 𝑁𝑇

𝑘
to denote

the number of such MCQs for the text 𝑇 .

• Revised denote MCQs that were manually cor-
rected keeping the stem, the key, and at least one
distractor semantically equivalent to (or even the
same with) the original ones. Such correction is
possible if the original MCQ meets the following
three conditions: (1) it is possible to understand
the meaning of the original stem and correct its
deficiencies, (2) the key answers the new stem
correctly, and (3) at least one distractor is still
plausible but wrong for the new stem. If the key
was not present in the original MCQ, the condi-
tion (2) is ignored, and introducing the key counts
as correction. We use 𝑁𝑇

𝑟 to denote the number
of such MCQs for the text 𝑇 .

• Discarded denote MCQs failing to meet at least
one condition for being revised. We use 𝑁𝑇

𝑑
to

denote the number of such MCQs for the text 𝑇 .

For the sake of simplicity, we will refer to the discarded
MCQs and the original MCQs behind the revised ones
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Figure 5: Histogram showing the number of manually added MCQs per text after the third stage. The red dashed lines
indicate the minimum required number of MCQs for each text to reach the black dashed lines in Figure 4.

as MCQs of insufficient quality. For these MCQs we
have identified and categorised the problems causing
their poor quality, as described in Section 4.1.

To re-iterate, the introduced revisions are meant to
keep the original meaning of the stem and alternatives
if it can be derived. If such revisions are impossible, we
proceed to the next stage and create a new MCQ.

At the third stage we attempted to complete the
dataset with manually written MCQs so that there are
at least 𝑁𝑇

𝑞 MCQs of sufficient quality for each text. To
be more specific, this means that we needed to write at
least max(0, 𝑁𝑇

𝑞 − 𝑁𝑇
𝑘
− 𝑁𝑇

𝑟 ) for each text 𝑇 . Here we
differentiate between three types of MCQs:

• Expanded denote MCQs that keep both the orig-
inal stem and all alternatives (consisting of at
least the key and one distractor) but introduce
more distractors. We use 𝑁𝑇

𝑒 to denote the num-
ber of such MCQs for the text 𝑇 .

• Inspired denote MCQs which meet at least one
of the two conditions: (1) the stem is changed by
adding/removing parts compared to the original
stem, and (2) none of the distractors are seman-
tically equivalent to any of the original ones. We
use 𝑁𝑇

𝑖 to denote the number of such MCQs for
the text 𝑇 .

• New denote MCQs with entirely new stems, al-
though the alternatives could be taken from the

original MCQ(s). We use 𝑁𝑇
𝑛 to denote the num-

ber of such MCQs for the text 𝑇 .

Formally, the goal of this stage is that for every text
𝑇 the following inequality holds:

𝑁𝑇
𝑛 + 𝑁𝑇

𝑖 + 𝑁𝑇
𝑒 + 𝑁𝑇

𝑟 + 𝑁𝑇
𝑘
≥ 𝑁𝑇

𝑞 (3)

4.1 Problem categorisation

We have categorised the problems found in MCQs of in-
sufficient quality based on the impact of these problems
on the further revision. Some problems required simple
fixes of grammatical errors, whereas others forced us to
re-write the entire stem. The rule of thumb is that the
larger the re-written part is, the more severe the prob-
lem is considered. More specifically, we have grouped
the problems into the following four categories:

1. Formatting errors – the stem or the alternatives
do not follow the formatting requested in the
prompt. Such errors can be easily edited.

2. Language errors – problems related to inaccurate
use of language in terms of its syntax, punctu-
ation, grammatical or lexical norms, while the
meaning of the stem and the alternatives is clear.
Such problems can be fixed by referring to and
following a particular language rule or dictionary.
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3. Semantic errors – problems which (might) lead to
misinterpretation of the stem or the alternatives,
or completely prevent a reader from understand-
ing the meaning of these. Depending on the type
of fault such errors may be fixed by editing of the
stem or the alternative(s). Stems which are not
in the interrogative form are included to this cat-
egory since it is not always possible to keep the
original (often clear) meaning of the stem after
transforming it into a question.

4. Content-related errors – problems which keep
MCQs incomplete (e.g., abruptly cut stem, lack
of alternatives) or affect the stem or the alterna-
tive(s) so that their meaning does not correspond
to that conveyed by the related text. Such prob-
lems usually cannot be fixed by editing, so the
MCQ is to be completely re-written (though cer-
tain elements of it can still be used as a source of
inspiration for a new MCQ).

For explanations and examples of individual errors be-
longing to each category we refer to Appendix A.

5 Evaluation
To categorise the MCQs as outlined in Section 4,
we have manually annotated all MCQs generated by
GPT-3. The annotations of the generated MCQs were
performed by the first author of this paper who has
background in teaching. However, we followed an it-
erative annotation process (annotating – discussing is-
sues – re-annotating) with both authors (native speak-
ers of Ukrainian) contributing to the discussion and re-
annotation. The manually added MCQs, created by the
first author, were mostly annotated by the second au-
thor (although even here we followed the very same it-
erative annotation process). Both kinds of annotations
were performed using the Textinator annotation tool
(Kalpakchi and Boye, 2022).

The results of the annotations for the second stage
described in Section 4 are presented in Figure 4. As
can be seen from the figure, GPT-3 has produced the
required 𝑁𝑇

𝑞 MCQs only for slightly less than half of
the texts (30 out of 62 texts). Interestingly, although
in line with findings of Kalpakchi and Boye (2023), for
slightly more than half of cases where GPT-3 did not
reach 𝑁𝑇

𝑞 (18 out of 32) the generation was stopped be-
cause of reaching the stop token (hatched bars in Figure
4), and not the maximum number of tokens, meaning
more MCQs could potentially be generated for 18 texts.

The number of MCQs that could be kept as they are
(green in Figure 4) is very low, only 43 of 525 MCQs, and
is distributed unequally among the texts. The number
of MCQs that could be revised (orange in Figure 4) also
differs substantially between the texts. In total for 36

texts (58% of texts) the number of discarded MCQs is
larger or equal to the number of kept and revised ones
together. This observation reveals a substantial problem
with using GPT-3 for generating MCQs in Ukrainian,
since discarded MCQs are those that could not be re-
vised without re-writing the major parts of the MCQ.

Recall that we have also requested different num-
ber of MCQs with two, three, and four alternatives, at-
tempting to keep each number roughly equal to one
third of 𝑁𝑇

𝑞 . Figure 6 shows the distribution of the num-
ber of alternatives for the generated MCQs per text. As
can be seen, GPT-3 failed to meet the aforementioned
request for all texts. For some texts GPT-3 has also
generated MCQs with only one alternative, or even no
alternatives at all. Most frequently, GPT-3 generated
MCQs with either two or four alternatives, with three
alternatives being very rare. This suggests that GPT-3
might have an inductive bias towards generating two or
four alternatives (as such cases might have been much
more frequent in its training data). Additionally, we
note that most of the kept MCQs (green in Figure 6)
had only two alternatives (which often were of yes/no
type), of which only one was a distractor.

In an attempt to reach 𝑁𝑇
𝑞 MCQs per text we have

proceeded to the third stage described in Section 4,
which is summarised in Figure 5. Note that for all texts
where GPT-3 stopped generating MCQs of its own ac-
cord we could manually add the required number of
MCQs (and beyond that). For 9 texts most of the newly
added MCQs were in fact inspired by the deficient ones
produced by the GPT-3. This indicates that MCQs pro-
duced by the GPT-3 could potentially be used as an in-
spiration for the MCQs rather than blindly relied upon.
At the same time, we note that for 10 texts none of the
MCQs produced by GPT-3 provided the inspiration for
the new MCQs (entirely blue bars in Figure 5).

In total, our efforts on correcting the generated
MCQs and adding the new ones resulted in expand-
ing the dataset from 43 automatically generated MCQs
that could be kept as they are, to 926 MCQs. Observe
that MCQs with the same stem but with the alterna-
tives of different types are counted as different MCQs.
To exemplify, consider the stem “Who wrote the stories
about Hercule Poirot?”, and the following three sets of
alternatives: (1) Agatha Christie, Arthur Conan Doyle;
(2) An English, A French; (3) A woman, A man. While
the stem is the same, the first set of alternatives in-
quires about full names, the second – about nation-
alities, and the third – about gender. Depending on
the text, some of these things might be stated verba-
tim, while others would need to be inferred, resulting
in MCQs of various difficulty. This is why we count the
aforementioned example as three different MCQs with
two alternatives each, rather than one MCQ with six
alternatives.
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Figure 6: Histogram showing the number of alternatives for MCQs per text generated by GPT-3. The MCQs are divided
into types defined for the second stage (the color legend is the same as in Figure 4). The black dashed lines indicate
the requested number of MCQs with the specified number of alternatives for each text, whereas the height of each
bar indicates the actual number of generated MCQs with this number of alternatives. Similarly to Figure 4, the bars
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For further analysis of the discarded MCQs and the
original MCQs behind the revised ones, the distribution
of the identified errors is presented in Figure 7. As can
be seen, two the most frequent kinds of errors are asso-
ciated with the formatting errors (yellow bars in Figure
7), the least severe category of errors from Section
4.1. These errors signify MCQs that did not follow the
formatting requested in the prompt. For instance, con-
sider the following two MCQs:

1. Скiльки мiльйонiв статей має Вiкiпедiя?
а) 280 б) 2 в) Бiльше двох г) Менше двох
Вiдповiдь: Бiльше двох.

2. В якому роцi з’явилася книга «Скаутинг
для хлопцiв»? Вiдповiдь: (а) 1906 (б) 1908.

For this example the exact translations do not matter
but note the word “Вiдповiдь” (Eng. Answer) that is
present in both MCQs. In the first MCQ it comes af-
ter the four alternatives and provides the correct an-
swer (not following the request in the prompt of simply
making the correct answer the second one). In the sec-
ond MCQ, this word comes before the alternatives and
is absolutely redundant. While such formatting inaccu-
racies might seem minor, they impede fully automatic
processing of MCQs, i.e. getting the stem, the key and
each distractor as separate strings.

The second category of problems by severity is
language errors (light orange bars in Figure 7). Observe
that fixable grammatical errors in the stem and the al-
ternatives belong to the top three most frequent errors,
accompanied by the lexical errors in the stem. One in-
teresting kind of grammatical errors made by GPT-3 is
introduced by the use of anglicisms, where words or
phrases are translated word-by-word from English, as
in the stem below:

У якiй мовi вона робить записи українських
пiсень?
(In what language does she record Ukrainian songs?)

Here the beginning of the stem “У якiй мовi” is a
word-by-word mapping of the English In what language,
whereas the correct phrase in Ukrainian contains only
two words, namely “Якою мовою” .
Another example which is likely an anglicism concerns
capitalisation of nationalities, as in the stem below:

Що пропагував Французький лiтературо-
знавець Жуль Ренар?
(What did the French literary critic Jules Renard
promote?)

Here the capitalisation of the nationality French is
transferred to the stem in Ukrainian as “Французь-
кий” , although nationalities must not be capitalised
in Ukrainian. These two small examples suggest that

GPT-3 might be prone to Translationese (Gellerstam,
1986) and use the direct translations of phrases from
English. This hypothesis seems plausible given that
texts in English constituted 92.64% of the training data
of GPT-3, whereas texts in Ukrainian constituted only
0.00763%6. However, further investigations on the mat-
ter are required.

An interesting example of lexical errors are rus-
sianisms, for instance, as in the stem below:

Як ван Гог вiдносився до своєї працi?
(How did van Gogh relate to his work?)

Here the Ukrainian word “вiдносився” (‘vidnosyvsja’,
Eng. related) is likely taken from the Russian “относил-
ся” (‘otnosilsja’, Eng. treated), whereas the correct verb
in Ukrainian is “ставився” (‘stavyvsja’, Eng. treated).
This suggests that the Ukrainian texts that were in-
cluded in the training data of GPT-3 have not necessar-
ily been lexically correct to the fullest extent, something
that should be investigated further.

The third category of problems by severity is
semantic errors (dark orange bars in Figure 7). Here the
three most frequent errors are all stem-related, namely
ambiguous formulation, misleading grammatical errors
and too literal text interpretation. The last one is espe-
cially interesting, since one of the motivations behind
the use of large language models is exactly to avoid such
cases. To exemplify, consider the following MCQ gen-
erated by GPT-3:

Text: Галина Бабiй, радiожурналiст: Бува-
ючи на вiдпочинку чи у вiдрядженнях за
кордоном, зауважила, що вiльний обмiн
книжками там дуже поширений. [...]
(Halyna Babiy, radio journalist: While on vaca-
tion or on a business trip abroad, I noticed that the
free exchange of books is very common there. […])

В якому мiсцi Галина Бабiй зауважила по-
ширення обмiну книжками?
(In which place did Halyna Babiy notice the spread
of book exchange?)
a) у вiдпочинку (in vacation)
b) за кордоном (abroad)

Observe that the MCQ is based on the single provided
sentence which itself does not point to a specific place
but rather to a situation (on vacation or on a business
trip). Hence asking “in what place” is inappropriate in
these circumstances, let alone the fact that this detail
is very minor and is unlikely to be asked in a real-world
reading comprehension test.

6As reported here: https://github.com/openai/gpt-3/

blob/master/dataset_statistics/languages_by_word_

count.csv
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The final and the most severe problem cate-
gory contains complex problems with the three most
frequent being overlapping alternatives, inconsistency
between the stem and the text or the stem and the al-
ternatives. Note that the fourth problem which is very
close to the TOP-3 signifies stems that are unanswer-
able by the text. One particularly interesting problem
in this category concerns prompt-based MCQs, such as
the one below:

Чи має перелiк варiантiв вiдповiдi бу-
ти позначений буквами (а, б, в, г)?
(Should the list of the answer alternatives be
marked by the letters (a, b, c, d)?)
a) Так (Yes)
б) Нi (No)

Clearly, the MCQ above asks about the prompt (pro-
vided in Section 4), and not about the content of an
actual text. This phenomenon was not observed by
Kalpakchi and Boye (2023) when applying GPT-3 for
generating MCQs in Swedish. Such discrepancy be-
tween our and their findings calls for an empirical in-

vestigation across languages and across LLMs aimed at
defining the cases when the prompt and the text are not
separated by LLMs.

One category that we have not discussed previously
are duplicate MCQs (blue in Figure 7). These MCQs
constitute cases when the whole MCQ or its part (a
stem or a set of alternatives) completely repeats an-
other one or has semantically the same meaning with
it. We have not encountered any instances of fully du-
plicated MCQs, word by word. While some MCQs were
semantically equivalent to each other, we have kept
them in the dataset.

6 Discussion

The presented dataset of MCQs is created semi-
automatically and has its own limitations regarding
both the automatic and the manual parts. One limi-
tation that concerns both parts is that the dataset fol-
lows no particular principles for ordering either the
MCQs for each text, or the alternatives within one
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MCQ. While any or both of these could play a role
in a real-life testing scenario, we are unaware of any
systematic investigation on this matter. Furthermore,
any such investigation would be constrained to the par-
ticular groups of students, something that is beyond
our control in this work. Hence, all alternatives in our
dataset are presented in a random order.

Regarding the automatic part, as we have previ-
ously discussed, GPT-3 seems to have a number of prob-
lems related to Translationese, i.e. applying the phrases
or grammar rules of other languages (most notably, En-
glish and Russian) to Ukrainian. Bearing in mind that
Ukrainian texts constituted only a tiny part of the train-
ing data of GPT-3 (0.00763%), such finding is to be ex-
pected. Avoiding such problems is one of the strongest
arguments either for language models trained specif-
ically for Ukrainian language, or on multilingual lan-
guage models, where texts in all languages are repre-
sented equally.

That said, we do not believe that fine-tuning GPT-3
on Ukrainian texts is a feasible way forward due to
multiple reasons. First and foremost, to the best of
our knowledge, it is currently impossible to estimate
what quantity of texts would be enough to reach in-
crease in the model’s performance. Secondly, we be-
lieve that fine-tuning for this task would require high
quality texts in Ukrainian, which are not readily avail-
able copyright-free. Lastly, it is very likely that the
amount of texts in English in the training data of GPT-
3 is higher than all (copyright-free) texts in Ukrainian
we will be able to find. All of these arguments to-
gether with the cost of fine-tuning GPT-3, and poten-
tially maintaining access to the fine-tuned version for
the general public, make such approach practically in-
feasible for this research.

Another discovery worth further investigation con-
cerns the cases where GPT-3 failed to identify the
boundary between the prompt and the supplied text. In
our investigation, this manifested itself as MCQs ask-
ing about the details of the prompt rather than about
the content of the supplied text. Our suggestion is to
conduct a systematic investigation on whether such
problem occurs across languages and language models
(and, ideally, also across NLP tasks).

We have also noticed that GPT-3 did not succeed in
“decoding” literary devices (e.g., metaphors, rhetorical
figures) and phraseological units, as in the MCQ below:

Text: Але ретельнi рентгенiвськi дослi-
дження засвiдчили, що всi роботи митця
написанi зi «швидкiстю виконання й без
вагань», «на одному подиховi». [...]
(But careful x-ray studies proved that all the works
of the artist were written with ”speed of execution
and without hesitation”, ”in one breath”. […])

На якому подиховi були написанi всi робо-
ти В. ван Гога?
(In what breath were all the works of V. van Gogh
written?)
a) Довгому (Long)
б) Одному (One)
в) Короткому (Short)
г) Завеликому (Too large)

Here in one breath is a phraseological unit with a stable
meaning of “very quickly, without difficulties”, and its
component parts cannot be separated from each other.
Below there is an example of the MCQ which contains
a metaphor:

Text: Квiтка вступила до нью-йоркської
консерваторiї. Оперне майбутнє не скла-
лося, а її американською «дiйснiстю»
стає... рекламний конвеєр, i ось вона —
цей янгол — спiває дивним тембром сто
мiльйонiв разiв якiсь «трелi»-заставки для
кока-коли.
Було в її кар’єрi й залучення до «велико-
го» кiно. Але це так – мимохiдь – так i не
розквiтла для «Оскара». Але родичi чiтко
усвiдомили: призначення цього херувима
не кока-кола, а щось неземне. [...]
(Kvitka entered the New York Conservatory. The
future in the Opera did not materialise, and her
American “reality” becomes… an advertising
conveyor belt, and here she - this angel - is for
a hundred million times singing some “trills” -
screensavers for Coca-Cola - in a strange timbre.
Her career also involved “big” movies. It was,
though, very circumstantial, and she never blos-
somed for “Oscar”. However, her relatives clearly
understood: the destination of this cherub is not
Coca-Cola ads, but something otherworldly. […])

Що було призначенням херувима Квiтки?
(What was the destination of the Kvitka’s cherub?
or What was the destination of Kvitka, the
cherub?)
a) Кока-кола (Coca-Cola)
б) Щось неземне (Something otherwordly)

Here the cherub is a metaphor to describe Kvitka herself,
and not her property; neither was Kvitka a real cherub
- something that GPT-3 did not manage to catch.

We note that the aforementioned performance
problems were documented when we tested GPT-3 in
a zero-shot way (e.g., just a prompt with a task speci-
fication, without any examples). It is theoretically pos-
sible that giving some examples of texts and MCQs for
these texts (i.e. formulating the problem as few-shot)
could bring more MCQs of sufficient quality. However,
in practice, given that one word in Ukrainian amounts
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Figure 8: Histogram showing the distribution of new manually written MCQs of three missing MCQ types per text.

on average to about eight tokens, the example texts and
their MCQs would take a considerable chunk of the to-
kens available for GPT-3, leaving little to no space for
the actual text and its generated MCQs.

Regarding the manual part, both new and inspired
MCQs were written aiming to diversify the MCQs
structurally as well as content-wise. For instance, we
noticed that certain types of MCQs frequently used
in the real EIE tests were absolutely absent from the
MCQs generated by GPT-3. Hence, aiming to both in-
crease the diversity and create MCQs resembling the
EIE examinations, we attempted to add the missing
types of MCQs for each text. More specifically, we lim-
ited ourselves to the following threemissingMCQ types:

• Relational MCQs are those asking to establish the
relations between two or more elements. Such
MCQs are often based on comparison of objects,
defining similarities/differences between them
or their advantages/disadvantages. Note that
the aforementioned relationships should NOT be
stated verbatim in the given text for an MCQ to
count as relational. For instance, the stem “Яку
перевагу бачить автор у театрi перед соцi-
альними мережами?” (“What advantage of the
theater compared to social networks does the au-
thor see?”) would give a rise to a relational MCQ,
if such advantage is not written verbatim.

• Obverse MCQs are those requiring to detect the
opposite from that directly stated in the text. In
such MCQs, the stem often includes a clause with
a negation which is absolutely necessary to find
the key correctly. The negation is often expressed
by the particle “не” (not), or words such as “вiд-
сутнiй” (absent), or “заперечувати” (to deny).
Together with that, if the text itself focuses on
describing what is not happening (e.g., factors
which do not cause a certain disease) and the
stem requires to name the opposite (e.g., what
can cause the named disease), such MCQ is also
considered obverse. However, if a stem retains
the negation which is already stated in the text
(e.g., still asking which factors cannot cause the
named disease, while the factors are mentioned

in the text as those not leading to the disease),
such MCQ is not considered obverse.

• Applicative MCQs are those asking to apply the
knowledge from the text to a hypothetical real-
life situation introduced in the stem. Typically,
a reader is required to first locate the relevant
piece(s) of information in the text, extract the
knowledge from there, and then correctly apply
this knowledge to the given situation. Note that
these MCQs require to extract the established
knowledge, and NOT someone’s opinion. For in-
stance, “Нобелiантом якої країни стане гро-
мадянин України вiрменського походжен-
ня, який на момент присудження премiї ме-
шкає у Францiї?” (“A citizen of Ukraine of Arme-
nian origin who lives in France at the time of award-
ing the prize will become a Nobel laureate of which
country?”) is the stem of an applicative MCQ re-
quiring the reader to understand the formal rules
for awarding the Nobel Prize.

Our goal was to investigate whether it was possible to
manually create at least one MCQ for each of the afore-
mentioned missing MCQ types.

The results of the aforementioned endeavour are
presented in Figure 8. As can be seen, we could create
an MCQ of at least one missing type for each text. At
the same time, only 13 out of 62 texts received at least
one MCQ of all missing types. This shows that not ev-
ery kind of text could provide grounds for every miss-
ing MCQ type. For instance, the obverse MCQs could
be created for the vast majority of the texts, since it
is usually enough to have a single fact (which are usu-
ally abundant in the texts of various genres) for such
MCQ. On the contrary, applicative MCQs require the
text to include some kind of knowledge that can be ap-
plied, which, for instance, immediately excludes vast
majority of the biographies and descriptive texts. Sim-
ilarly, relational MCQs can not be written for each and
every text, since they require at least two objects or
concepts that could be compared/contrasted. Addition-
ally, shorter texts (especially those consisting of only a
couple of sentences) tend to give less opportunities for
these kinds of MCQs.
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In addition to the MCQ types mentioned above,
there are also so-called tabular questions. These MCQs
are associated with the texts that contain information
that could have been arranged in a table. For instance,
one of the texts in our dataset describes the history of
comic books and includes information about the names
of the comic books in different countries. Such informa-
tion could be represented as a table with the name of
the country in one column and the corresponding name
of the comic book in another. A tabular MCQ from our
dataset for this text is:

У якому рядку правильно визначено вiдпо-
вiднiсть мiж країною походження та термi-
ном, що використовується?
(In which line the correspondence between the
country and the used term is correctly specified?)
США - «комiкс», Францiя - «мальованi
iсторiї», Японiя - «манга», Україна - «стрi-
чка малюнкiв»
(The US – “comics”, France – “drawn stories”,
Japan – “manga”, Ukraine – “picture tape”)
США - «комiкс», Францiя - «стрiчка ма-
люнкiв», Японiя - «манга», Україна - «ма-
льованi iсторiї»
(The US – “comics”, France – “picture tape”, Japan
– “manga”, Ukraine – “drawn stories”)
США - «стрiчка малюнкiв», Францiя - «ко-
мiкс», Японiя - «манга», Україна - «мальо-
ванi iсторiї»
(The US – “picture tape”, France – “comics”, Japan
– “manga”, Ukraine – “drawn stories”)
США - «мальованi iсторiї», Францiя - «ко-
мiкс», Японiя - «манга», Україна - «стрiчка
малюнкiв»
(The US – “drawn stories”, France – “comics”,
Japan – “manga”, Ukraine – “picture tape”)

The notable feature of tabular MCQs is that one could
create many MCQs by simply varying the number of
items in each alternative (the number of countries in
this example), and matching the values of different
columns in various ways (grouping the country name
with its name of the comic books in this exmaple). In
our dataset, we tend to keep only a few examples of
tabular MCQs, without providing its all possible varia-
tions.

Similarly, MCQs which include names and digits
are mainly represented in one variation only, while the
names can often be altered from the full to the short-
ened ones (or vice versa), including those with only first
letters of the name left, and the numbers can be repre-
sented in digits or in words.

An opposite kind of MCQs with no variation in
alternatives, are the yes/no MCQs, which most fre-
quently contain only two alternatives (“Yes” and “No”),
sometimes more (e.g., including “Maybe”). Among

MCQs generated by GPT-3, only 21 were of such type,
of which only one was kept as it was and nine were re-
vised. For such MCQs, the set of alternatives is always
fixed. The same concerns the stems like “What is the
theme of the text?” where the stem is fixed, while the
alternatives change with each new text. Writing such
MCQs equates to constructing only a stem or only a
set of alternatives which makes the process faster but
of the lower priority for automation. Taking that into
account, we did not add such MCQs manually.

Another transformation that could expand the
dataset is the use of synonymous reformulations or
paraphrases of the given stems, which might po-
tentially allow to manipulate difficulty of the MCQs
but where an extensive coverage is hardly reachable.
Mainly focused on covering content-related aspects, we
leave vocabulary alterations and difficulty evaluation
for the future work.

However, already from the MCQs included into this
dataset (from those created both automatically and
manually), we have noticed that their difficulty might
vary depending on a personality-based factor (OECD,
2019) of previous knowledge – the knowledge a reader
already had before beginning to read the given text.
Since such factor can hardly be controlled, it can be
tricky to judge whether an MCQ is suitable for test-
ing the reader’s reading skills rather than their previous
knowledge. For instance, MCQs which are to some ex-
tent based on the so-called “common knowledge” may
require making complex inferences with respect to the
text but become absolutely trivial for people with the
relevant previous knowledge. We noticed that the par-
ticular kinds of previous knowledge for which it is true
are stable facts (those that could be verified from mul-
tiple credible sources and are not based on opinions),
meanings of idioms, and definitions of terms. To exem-
plify further, consider the following text and an MCQ:

Text: Микола Леонтович збирав народнi
пiснi й адаптував їх для хорового спiву. [...]
Композитор, як рiзьбяр, зробив навколо
основної поспiвочки витончену оправу.
Поєднавши прийоми народного багатого-
лосся з досягненням класичної полiфонiї,
вiн домiгся того, що кожен голос почав
вiдiгравати самостiйну роль, вiдтворюючи
найтоншi змiни настрою. Леонтович кiлька
разiв переробляв твiр, аж поки 1916 року
не створив досконалий хорал.
(Mykola Leontovych collected folk songs and
adapted them for choral singing. […] The com-
poser, like a carver, made an elegant frame around
the main song. By combining the techniques of
folk polyphony with the achievements of classical
polyphony, he made each voice play an inde-
pendent role, reproducing the most subtle mood
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changes. Leontovych revised the work several
times until the year 1916, when he managed to
create a perfect chorale.)

Ким був Микола Леонтович за фахом?
(Who was Mykola Leontovych by profession?)
a) Композитором (A composer)
б) Рiзьбярем (A caver)
в) Хористом (A chorister)
г) Етнологом (An ethonologist)

Here M.Leonotych’s profession might be a completely
unknown fact for some people while they are able to
infer the information from the text. However, students
of a music school or students with broad knowledge in
arts and/or Ukrainian culture are likely to answer this
MCQ without even reading the text.

Another example of an MCQ which is potentially
answerable without reading the text is presented below:

Text: Практика надання допомоги безпри-
тульним тваринам сягає XVII ст. Саме
1695 р. в Японiї, у мiстi Едо (нинi Токiо),
з’явився перший (з вiдомих нам) притулок
для собак. [...]
(The practice of helping homeless animals dates
back to the 17th century. It was in 1695 in Japan,
in the city of Edo (now Tokyo), that the first (we
know about) shelter for dogs appeared. […])

Яке мiсто мало назву Едо?
(Which city used to be named Edo?)
a) Токiо (Tokyo)
б) Львiв (Lviv)
в) Київ (Kyiv)
г) Кiото (Kyoto)

Here students might be completely unaware of the first
name of the city of Tokyo; however, it is a stable real-
life fact which a student can know from school subjects
(e.g., geography, arts) or other sources not related to the
reading material used for a reading comprehension test.

In practice it means that no pre-generated set of
MCQs can be blindly taken as it is for real-life learning
and is still to be verified by a person (likely, a teacher)
who knows their target audience, peculiarities of the
learning process of this audience, exact objectives of a
test, and so on.

7 Conclusions
Despite the format of MCQs being widely used in the
Ukrainian educational system, specifically for reading
comprehension tests as part of the university admis-
sion exams, automatic generation of these questions
in Ukrainian has not been introduced yet. Inspired by

what has been achieved in the NLP field for other lan-
guages, we created a semi-synthetic MCQ dataset for
reading comprehension in Ukrainian which can be used
as training or evaluation data for models specialising in
MCQ generation and answering.

As expected, to achieve the sufficient quality of the
dataset, manual editing was necessary to fix the errors
made by GPT-3 and diversify the whole dataset by cre-
ating additional MCQs. However, the extent to which
human assistance appeared necessary is surprisingly
high - more than 90 per cent of the generated MCQs.
The faults by the model are named and additionally cat-
egorised according to their impact on further revision.

We also note that prompted to generate MCQs with
a different number of alternatives, GPT-3 failed to meet
the request, which means that this aspect of generat-
ing tasks in the multiple-choice format appears to be
hardly controllable in the zero-shot scenario, which is a
likely way real-world teachers would interact with such
models.

Additionally, we found that the effective context
window size for Ukrainian is much smaller than 4096

1.33
words, since one word in Ukrainian is roughly equal to
8 tokens of GPT-3. Such limitation prevented us from
generating MCQs on real-length reading comprehen-
sion texts, and calls for development of models with to-
kenisers keeping the token-to-word ratio closer to 1.

That given, this particular model, GPT-3 (as of July
2023), does not seem to be appropriate for reading com-
prehension MCQs generation in Ukrainian. However,
more tests with other models and languages are needed
to determine the extent to which LLMs can be used as
a helpful generative tool for the stated task.
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A Error typology
In this section we present a more detailed account of
the problem categories in Section 4.1. The errors within
each category are listed in the alphabetic order.

Formatting errors
1. Not a formatted list – the generated alternatives

are arranged in a line, which does not comply
with the prompt and thus is considered to be an
error made by the model.

2. Wrong letters – the generated alternatives are
marked with symbols other than prompted (а, б,
в, г), which also includes upper case or a differ-
ent script (e.g., latin) used by the model.

Language errors
1. Fixable grammatical errors – a phrase/sentence

contains a faulty, uncommon, or controversial us-
age of the Ukrainian language (e.g., misuse of
grammar cases, verb tenses or voices, breaking
grammatical alternation rules, etc.), which can
be clearly identified and fixed by applying cor-
responding rules.

2. Lexical errors – a word/phrase is used in an in-
appropriate meaning, repeats another root word
or phrase from the same sentence, is missing or
redundant to express the intended idea.

3. Punctuation errors – punctuation marks are miss-
ing, redundant, or incorrectly used in the sen-
tence, according to the Ukrainian grammar.

4. Spelling errors – a word/phrase is formed incor-
rectly in terms of choice of letters, order of let-
ters, capitalisation or usage of special charac-
ters/symbols according to the rules of Ukrainian.

5. Syntax errors – a phrase/sentence is incorrectly
built in terms of agreement between its parts or
choice of the parts of speech (mainly function
words), which might partially or completely pre-
vent the reader from understanding the meaning.

6. Word order problems – an incorrect or awkward
placing of the words in a sentence which makes
it more difficult to understand the meaning or
breaks sentence structure rules fixed in the gram-
mar.

Semantic errors
1. Ambiguous formulation – a phrase/sentence is

formulated in an unclear way which allows sev-
eral possible interpretations in the given context.

2. Misleading grammatical errors – a faulty, uncom-
mon, or controversial usage of the Ukrainian lan-
guage (e.g., misuse of grammar cases, verb tenses
or voices, breaking grammatical alternation rules,
etc.) or a combination of these which prevents
from understanding the meaning. The only pos-
sible fix to the problem is re-writing the major
part(s) of the stem or alternative(s).

3. Too literal text interpretation – a phrase or sen-
tence is taken verbatim from the text to the stem
or alternative so that a corresponding part of the
MCQ sounds incomplete, unclear, or weird.

4. Too general text interpretation – a phrase or sen-
tence in the stem is extracted from the text with-
out all necessary details for the stem to be ev-
ident, context-related, and answerable with one
of the given alternatives.

5. Not in the interrogative form – the stem is given
in the form of a fill-in-the-gap or continue-the-
sentence tasks which does not comply with the
prompt and thus is considered as an error made
by the model.

6. Present-day reference – the requested information
is related to the period of time defined by the
words “currently”, “recently”, “today” (or similar)
in the text, while the same formulation in the
stem tends to become irrelevant with the pass of
time and might then confuse a reader. Moreover,
sometimes the key changes as time passes by, for
instance, if the stem inquires about the number of
months between “today” and some event, which
means that the key will require adjustment with
the pass of time.

7. Subjective formulation – the stem or alternative
requires evaluation of an object or phenomenon
based on a reader’s personal opinion, feelings or
experience, where the reader’s answer will likely
lack grounds for support or disapproval, and con-
sequently, for objective evaluation.

Content-related errors
1. Answerable without reading the text – it is possible

to answer the question by analysing the stem and
alternatives, without reading the given passage.

2. Incomplete alternatives – the process of generat-
ing alternatives was started but then stopped for
some reason, so the alternatives are cut.

3. Incomplete question – the process of generating
the stem was started but then stopped for some
reason, so both the stem and the set of alterna-
tives are cut.
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4. Inconsistency A-A — alternatives within one and
the same MCQ do not correspond in represented
type of content. For instance, the stem asks about
the kind of the objects, while the alternatives are
“long and round” (naming the form), “white and
blue” (naming the colour).

5. Inconsistency S-A – information requested by the
stem does not match with the type of informa-
tion provided by one or more of the alternatives
within one and the same MCQ. For instance, the
stem asks about the shape of the objects, whereas
at least one of the alternatives provides colors.

6. Inconsistency S-T – information requested by the
stem is not provided or cannot be inferred from
the text.

7. Inconsistency T-A — information provided in the
text does not correspond semantically to that in
the alternative.

8. Makes no sense – the combination of
words/phrases in the stem makes its mean-
ing either incomprehensible or hardly plausible
for a real life context-related situation.

9. Makes no sense for RC – the stem is grammat-
ically and semantically correct (or can be easily
edited to be correct) but focuses on the details
from the given text which are not strictly impor-
tant to make relevant inferences and understand
the meaning.

10. No alternatives – not a single alternative was gen-
erated by the model; it is, though, possible, that
the model still presented the correct answer for
the corresponding stem.

11. No correct answer – among the generated alter-
natives, not a single one can be considered as a
key to the stem.

12. Not answerable with the text – the given text pro-
vides no information for a reader to be able to
answer the generated stem.

13. Prompt-based – the generated MCQ or its part
is based on information from the prompt rather
than that from the given text.

14. One alternative – from the requested number of
alternatives (two, three, or four), only one alter-
native was generated by the model, which does
not comply with the prompt and thus is consid-
ered as an error made by the model.

15. Overlapping alternatives – more than one alterna-
tive satisfy the conditions stated in the stem and
thus result in more than one key for the MCQ,
not complying with the prompt.
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