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6�estions for Socially Aware Language Technologies

Diyi Yang, Georgia Institute of Technology, Georgia, USA dyang888@gatech.edu

Abstract Over the last few decades, natural language processing (NLP) has dramatically improved performance and produced
industrial applications like personal assistants. Despite being su�icient to enable these applications, current NLP systems largely
ignore the social part of language. This severely limits the functionality and growth of these applications. This le�er discusses
6 questions towards how to build socially aware language technologies, with the hope of stimulating discussion, inspiring more
research into Social NLP, and pushing our research field to the next level.

Over the last few decades, natural language pro-
cessing (NLP) has had increasing success, and has dra-
matically improved performance and produced indus-
trial applications like machine translation, search, and
personal assistants. The recent Generative Pre-trained
Transformer 3 (GPT3) learns language through expo-
sure to numerous examples of data more than a human
can access during their life (Brown et al., 2020) , and
exhibits state of art performances on a wide range of
tasks and their zero-shot learning se�ings.

Despite being su�icient for applications mentioned
above, the current NLP systems largely ignore the so-
cial part of language, i.e., they pay a�ention only to
what is said, but not to who says it, in what context
and for what goals. This limitation severely limits both
the functionality and growth of these applications, such
as conversational agents’ inconsistent personality and
incoherent argument when conducting dialogues with
humans, the failure of machine translation in generat-
ing culturally respectful outputs, the inability of cur-
rent systems in commonsense reasoning, or the general
struggles of current systems with social intelligence.
Ultimately, the goal of NLP is to understand language
the way a human does. However, it seems hard to argue
that NLP models have reached human level capacity,
as language is more than just information —it is about
how human use a complex system of words, structures
and grammar to e�ectively communicate with others.

I argue that ge�ing the content correct is not
enough and we should push forward on how to build
socially aware language technologies that can under-
stand and model social factors in language, interper-
sonal relations around language use, and the context
where language is being used. The idea of language as
a social construct is not new: linguistics and philosophy
have long modeled it this way (Wi�genstein, 2010; Eck-

ert, 2012) . For instance, instead of pure syntax and se-
mantics, systemic functional linguistics (SFL) (Halliday
and Ma�hiessen, 2013) studies language and its func-
tions in social se�ings. Grice (1975) laid out four max-
ims that govern e�ective communication in social situ-
ations, quality—make your contribution true, do not lie
or make unsupported claims, quantity—make your con-
tribution as informative as is required (but not more in-
formative), relevance, and manner—be brief and orderly
and avoid obscurity of expression and ambiguity. Our
recent work introduced a set of seven social factors in
language and their use in NLP (Hovy and Yang, 2021);
Nguyen et al. (2021) highlighted ways of learning and
representing social meaning in NLP. These frameworks
are quite useful in highlighting and formalizing socially
aware language technologies, though there are still ob-
stacles. Overall, I envision 6 questions about socially
aware language technologies that need to be thought
clearly in order to push our field to the next level.
(1) Is theory necessary in the age of data? Deeper
and larger neural networks learn over massive amount
of data in an end-to-end way. Should social NLP be
model and data oriented? Subtle social factors are o�en
di�icult to be defined and measured, especially when
“what is said is not what is meant”, such as sarcasm,
irony, deception, and any other situation that requires
a “social” interpretation. For that, we need good the-
ories to characterize these language phenomena, such
as using the aforementioned SFL and social factors tax-
onomy, as well as social or linguistic theories related
to individual NLP phenomena like Brown and Levin-
son’s politeness theory (Brown and Levinson, 1987) and
the incongruity theory behind humor (Lefcourt, 2001).
Such theories provide grounded perspectives of linking
social and language phenomena, towards the knowl-
edge we are advancing. On the other hand, data can
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extend and inform theory, as many prior theories were
produced by speakers of a small set of European lan-
guages in a narrow social class stratum, with a dearth
of exposure to a variety of u�erances.

(2) Are benchmarks the right way to go? One key
assumption of most NLP tasks is to reason over the pro-
vided benchmark. However, a single corpus might not
be enough to include and represent the dynamic sce-
narios associated with a social phenomenon in terms
of its size, genre, and population. For instance, compo-
sitionality, commonsense, or implications are key to our
daily interactions, but it is o�en di�icult to collect these
rich natural situations. “The abilities of a four-year-old
that we take for granted … answering a question” (Pinker,
2003) do not require enormous computational or data
resources to be achieved. How can we enable models
to conduct open domain understanding, as social intel-
ligence goes beyond a fixed corpus? Insights from ef-
forts such as Kiela et al. (2021) and Bowman and Dahl
(2021) and perhaps living benchmarks via crowdsourc-
ing that can grow and allow for flexible input or output
could help benchmark social NLP.

(3) Should social NLP models passively learn or
proactively experience theworld? Current NLP sys-
tems that take social factors in account mainly have
been using observational data from online media or
other user generated data, though there are a few ex-
ceptions in actively simulating data. This “passive”
fashion only allows models to examine what is in the
data and learn from it from an association perspec-
tive, but not easily adaptable to new scenarios even
with simpler tasks. Moravec’s paradox (Moravec, 1988)
stated that “it is comparatively easy to make computers
exhibit adult level performance on intelligence tests…, and
di�icult or impossible to give them the skills of a one-
year-old when it comes to perception”. Perhaps one di-
rection is to let NLP systems experience the world and
learn, adapt their use from interacting with human. In
practice, experience or interaction involves more than
exchanging information via language, but also a wide
range of aspects related to social and interpersonal fac-
tors reflected in rich modalities. When proactively ex-
periencing the world, socially aware NLP also needs to
go beyond text to adequately model the complexity for
be�er understandings of language use.

(4) Should the model and evaluation stay the
same? Subtle social factors are o�en hard to be scaled
for annotation due to its subjective nature, and social
scenarios o�en produce dynamically changing data.
These socially low resourced and evolving scenarios poses
new challenges for modern neural network techniques,
making it hard for gigantic models to comprehend the
world reasonably. For instance, GPT3’s less encourag-
ing results when it comes to talking about COVID-19 in
late 2020 or historical figures such as asking Steve Jobs

GPT-3 “where are you right now” and being replied as
“I’m inside Apple’s headquarters in Cupertino, Califor-
nia”—coherent but hardly an up-to-date/trustworthy
one (Vincent, 2021). This calls for advances in method-
ologies that can learn with limited data and evolving
facts. Not only with models, especially when social fac-
tors are involved, it might be intractable to evaluate
such systems (Paullada et al., 2020; Flek, 2020). Cur-
rent NLP models o�en use deterministic assessments
to compare to some standards or ground-truths. How-
ever, these may be inadequate in capturing the nuances
of social NLP, as there may be li�le to none ground-
truth, and outputs can be various and change depend-
ing on the speaker, receiver, or other aforementioned
social factors. Discrepancies with ground-truth might
still be acceptable, but could also be detrimental when
it comes to high stakeholder scenarios, such as inap-
propriate outputs from chatbots in counselling context.

(5) How can social NLP be responsible and re-
producible? Unique bo�lenecks for responsible social
NLP includes data collection, and the associated ques-
tions about privacy, protection, and ethics, all of which
we need to be aware of for doing the right things right.
We need careful procedures and practices such as In-
stitutional Review Boards or Ethics and Society Review
(Bernstein et al., 2021) to ensure users’ data can be used
in appropriate and ethical ways (Bender et al., 2021),
especially when it comes to protected information that
is o�en manifested unconsciously by users in so-called
“publicly observable” social interactions. It is necessary
and essential to share data and models in social NLP to
facilitate follow-up research; however, even if properly
anonymized, data might contain clues to users’ iden-
tity, and adversary can perform training data extrac-
tion a�acks to recover personally identifiable informa-
tion such as names and phone numbers by querying
large pretrained language model (Carlini et al., 2020).

(6) Does Social NLP speak English? Most of today’s
research mainly focuses on 10 to 20 high-resource lan-
guages with a special focus on English, though there
are thousands of languages and dialects with billions
of speakers in the world. Language, dialect and the cul-
ture behind largely influences the comprehension of so-
cial NLP. For instance, Blodge� et al. (2016) found that
existing language identification and dependency pars-
ing tools on African-American Vernacular English text
demonstrated very poor performances compared to on
Standard English text. As NLP is now applied to ev-
eryday interaction globally, meaningful and impactful
technologies will have to thoroughly model these so-
cial factors to avoid hegemonic approaches assuming
all conversations follow Western culture and norms.
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Abstract In this study we investigate to which degree experts and non-experts agree on questions of
di�iculty in a crowdsourcing experiment. We ask non-experts (second language learners of Swedish)
and two groups of experts (teachers of Swedish as a second/foreign language and CEFR experts) to
rank multi-word expressions in a crowdsourcing experiment. We find that the resulting rankings by
all the three tested groups correlate to a very high degree, which suggests that judgments produced in
a comparative se�ing are not influenced by professional insights into Swedish as a second language.

1 Introduction
Many of the challenges in automatically
driven solutions for language learning boil
down to the lack of data and resources
based on which we can develop language
learning materials or train models. Re-
sources like the English Vocabulary Profile
(Capel, 2010, 2012; Cambridge University
Press, 2015) are a luxury that cost a lot of
time and resources to create, and for most
languages such resources do not exist.
Crowdsourcing has been suggested as one
of the potential methods to overcome these
challenges. Recently, a European network

enet-Collect1 (Lyding et al., 2018) has been
initiated to stimulate synergies between
language learning research and practice on
the one hand, and crowdsourcing on the
other. New initiatives have arisen as a
result, e.g. using implicitly crowdsourced
learner knowledge for language resource
creation (Nicolas et al., 2020), crowdsourc-
ing corpus cleaning (Kuhn et al., 2019),
development of the Learning and Read-
ing Assistant LARA (Habibi, 2019). How-
ever, there are many questions that need to
be investigated and answered with regards
to methodological issues arising from us-

1h�ps://enetcollect.eurac.edu/



ing crowdsourcing as a method in/for Lan-
guage Learning.

In this article, we raise some method-
ological questions about crowdsourcing in
the context of second language (L2) learn-
ing material creation. To go back to the
example of the English Vocabulary Profile
– could we generate something similar for
other languages without involving lexicog-
raphers and experts? For example, given
a set of some unordered vocabulary items
(e.g. phrases), how can we order them by
di�iculty and split them into groups appro-
priate for teaching at di�erent levels of lin-
guistic proficiency? Could a crowd help us
in this scenario? Who can be “the crowd” in
that case? How many answers are enough?
How many contributors are needed? Are
the results reliable? Parts of this article
have been described in Al�er et al. (2020).

We focus on whether a crowd of
non-expert crowdsourcers can be used to
generate language learning materials and
how the annotations by experts such as
L2 Swedish teachers, assessors and re-
searchers, i.e. people with formal training
in teaching and assessing in Swedish, com-
pare to the annotations by non-experts,
by which we mean learners and speakers
of L2 Swedish.2 On a more general note,
we investigate whether crowdsourcing as a
method can be reliably applied to language
learning resource building using a mixed
crowd.

We use a selection of multi-word ex-
pressions (MWE) and ask experts (teach-
ers, assessors etc) and non-experts (lan-
guage learners) to arrange MWEs by dif-
ficulty. The crowdsourcing part of the ex-
periment is designed in such a way that we
test which intuitions people have about the
relative di�iculty of understanding word
combinations. In this design, we do not

2By L2 Swedish we mean Swedish as a second
(third, fourth, . . . ) language and as a foreign lan-
guage

expect our participants to know anything
explicitly about language learning theo-
ries, instead relying on their intuitive com-
parative judgments as intuitive compara-
tive judgments – including ranking items
against each other – has been proven to
be easier than assigning items to a cate-
gory (e.g. a level of proficiency) (Lester-
huis et al., 2017). We hypothesize that
given an unordered list of expressions, us-
ing crowdsourcing, we can derive a list or-
dered by di�iculty that can be used in lan-
guage teaching. We surmise that di�iculty
and proficiency are correlated, thus one
might expect more di�icult expressions to
be learned at later stages of language de-
velopment.

The theoretical notion of L2 proficiency
is of special importance in connection to
this study. Proficiency is a key concept
in Second Language Acquisition (SLA) re-
search. It is used to describe the lan-
guage “knowledge, competence, or ability”
(Bachman et al. (1990, p. 16), as cited in
Carlsen (2012, p. 163)) of a learner on a
conventionalized scale, one example being
the 6-level scale adopted by the Common
European Framework of Reference (CEFR)
(Council of Europe, 2001, 2018). Conven-
tionalized scales of proficiency levels are
useful in educational and assessing con-
texts, e.g. which group to place a stu-
dent into (Bachman et al., 2010) and in
various social and political scenarios, e.g.
whether an applicant can be granted citi-
zenship (Forsberg Lundell, 2020). However,
a straightforward division into levels is a
tricky endeavor, since there is no consensus
how to define a level and its corresponding
competence(s) in concrete terms. SLA re-
search is specific about viewing proficiency
as a “coarse-grained, externally motivated”
construct (Ortega, 2012, p. 134), where lev-
els are always somewhat arbitrary (Coun-
cil of Europe, 2001, p. 17) and proficiency
should be seen as di�erent to L2 develop-



ment which is “an internally motivated tra-
jectory of linguistic acquisition” (Ortega,
2012, p. 134).

For this reason, current approaches
to proficiency advocate rather a
scalar/interval approach as it is more
powerful, realistic and nuanced (Ortega,
2012; Council of Europe, 2018; Paquot
et al., 2020). The current experiment
is proof of the usefulness of such an
approach where rather than stating that
certain vocabulary belongs to a certain
level, we can instead state that some
vocabulary items are perceived as easier or
more di�icult in comparison to each other
and form a growing scale of items which
are likely to be learned in that approximate
order.

This article is structured as follows: we
introduce related work in Section 2 and
describe the data used for the experiment
is Section 3. Sections 4 and 5 introduce
Methodology and Experimental design. In
Sections 6 and 7 we present our main re-
sults, analyze and discuss them. Section 8
concludes the article.

2 Related Work
Previously, several approaches have been
used in identifying and ordering rele-
vant vocabulary items for second language
learning. A popular approach is to use
reading material wri�en by first language
(L1) speakers such as newspapers to gen-
erate frequency-based word lists, e.g. the
Kelly lists (Kilgarri� et al., 2014), the Gen-
eral Service List (West, 1953), the New GSL
(Brezina and Gablasova, 2015). Such word
lists tend to use frequency of occurrence
in a corpus as the only criterion for de-
ciding which items that should be taught
first, and which ones should be introduced
later, following the hypothesis that more
frequent words would be easier (cf e.g. Es-

kildsen (2009) regarding usage-based ap-
proaches to L2 acquisition) and more im-
portant to know, while more rare words
would be more di�icult and less critical
for communication in a target language.
While such lists are useful, they also have
drawbacks, especially in the context of sec-
ond language learning. Indeed, L1 reading
material is rarely adequate for language
learner needs and lacks important vocab-
ulary items (François et al., 2014, p. 3767).

In order to address the L2 learner needs,
there has also been work on using L2 ma-
terials as a basis for word lists. One pos-
sible approach is to use graded textbooks
as a starting point, as has been done in
the CEFRLex project.3 The motivation be-
hind this approach is that textbooks gen-
erally target a specific proficiency group of
language learners and have been carefully
wri�en with the needs of second language
learners in mind. The project so far has re-
sulted in the creation of six corpus-based
language lists in six languages: FLELex
for French (François et al., 2014), SVALex
for Swedish (François et al., 2016), EFLLex
for English (Dürlich and François, 2018),
NT2Lex for Dutch (Tack et al., 2018) and
ELELex for Spanish (François and De Cock,
2018). Each of these word lists not only
contains the overall frequency but also the
distribution of frequencies over the di�er-
ent CEFR levels. These projects have as-
sumed that, in theory, the level at which
a text is used in a language learning sce-
nario can be used as an indication of a
level at which vocabulary of that text can
be assumed to be understood by learners
and thus can be qualified as a learning tar-
get. In practice, however, this relationship
is not as straightforward (e.g. Benigno and
de Jong (2019)).

Another approach based on L2 mate-
rial is to use graded learner essays. This

3h�ps://cental.uclouvain.be/cefrlex/



has been done in projects such as the
English Vocabulary Profile (EVP)4 (Capel,
2010, 2012) and SweLLex (Volodina et al.,
2016b). SweLLex belongs to the CEFR-
Lex family, as it has been created with the
methodology behind CEFRLex, but in con-
trast to other resources in the family, it is
based on learner essays, more specifically
the SweLL pilot corpus (Volodina et al.,
2016a) of graded essays wri�en by learn-
ers of Swedish. Both of these resources
have also experimented with a threshold
approach to assigning levels (Hawkins and
Filipović, 2012; Al�er et al., 2016), i.e. tak-
ing as indicative level not simply the first
occurrence but the first significant occur-
rence, i.e. the level at which a word or ex-
pression is used a certain number of times
as defined by a threshold value. Deriving
word lists from learner essays may prove
more reliable as the amount of data in-
creases (Pilán et al., 2016), and when the
non-standard learner language has been
e�ectively standardized (i.e. corrected) to
the target language forms since automatic
annotation is almost always trained on
standard L1 materials (cf. Stemle et al.,
2019). Both aspects, however, are non-
trivial and very few languages enjoy the
luxury of extensive corrected collections of
learner-produced data.

Finally, one can consult L2 experts to
rely on their judgments as to the di�iculty
of items. Expert judgment as a method
has been widely applied in general lin-
guistics as well as in second language ori-
ented experiments and L2 resource cre-
ation (e.g. Spinner and Gass, 2019; Capel,
2010, 2012), although not without criticism.
One of the potential stumbling blocks is
the subjective intuitive nature of judgments,
something which is claimed to be a ma-
jor obstacle to reliable scientific conclu-
sions; observations, i.e. language produc-

4h�ps://www.englishprofile.org/wordlists

tion, are regarded as a more reliable and
desirable source of data (Bloomfield, 1935).
However, Chomsky and Halle (1965) ar-
gue that judgments versus observations re-
flects the dichotomy between competence
versus performance. In the end, expert
judgments reflect experts’ professional ex-
perience, and are based on evidence com-
ing from their practices and theoretical as-
sumptions about L2 teaching, and thus in-
evitably reflect personal interpretations of
these. The challenge is, thus, to overcome
the subjectivity of judgments without los-
ing correctness of the final conclusions,
so that the results can be used as a ba-
sis for assumptions about language learn-
ing paths and for scheduling learning ma-
terials in an optimal (although obviously
never perfect) way. By direct labeling we
mean that experts explicitly label each item
with a CEFR level (A1-C2+). This method is
also referred to as the “Hey Sally” method
in Spinner and Gass (2019), indicating de-
cision making based on consulting with
other expert colleagues to either reduce or
confirm the personal subjective bias.

Due to problems with the reliability
of manual level assignment, some people
have experimented with the number of ex-
perts and procedures that would be nec-
essary to gain reliable objective results.
Carlsen (2012) notes that the Norwegian L2
corpus project ASK (Tenfjord et al., 2006)
used 10 CEFR assessors for their essays,
who for the most part worked in groups of
5 so that each essay was marked by at least
5 assessors to get a reliable result. Sim-
ilarly, Leńko-Szymańska (2015) used 2-4
raters for the level assignment of her subset
of the international corpus of learner En-
glish (ICLE) (Granger et al., 2009) to reach
agreement between the raters and Dı́ez-
Bedmar (2012) reported very low inter-
rater reliability when using only 2 raters
to assign CEFR-levels to Spanish university
entrance exams. Furthermore, previous re-



search has shown that the background of
the rater is of much importance (cf Dı́ez-
Bedmar (2012) for an overview), although
the results have been mixed. Experienced
raters have sometimes rated more strictly
(Sweedler-Brown (1985) as cited in Dı́ez-
Bedmar (2012)) but in other studies they
were more lenient (Weigle (1998) as cited in
Dı́ez-Bedmar (2012)). Whether the rater is
a native speaker or not has also been seen
to have an e�ect, in addition to gender, but
once again the results were mixed. Dı́ez-
Bedmar (2012) also shows that how di�er-
ent rater backgrounds rate the proficiency
has also depended on whether holistic or
analytic scales were used.

The inherent order of teaching the
items on the various vocabulary lists men-
tioned earlier, however, is not always obvi-
ous. Frequencies can be misleading, insuf-
ficient or sometimes idiosyncratic. Expert
judgments might be perceived as less id-
iosyncratic but can be inaccessible due to
the costs entailed in expert work. Crowd-
sourcing as a method of annotation could
be worth exploring to address the above
mentioned weaknesses.

To the best of our knowledge, crowd-
sourcing has not been extensively used for
such ordering tasks. However, we surmise
that it might be an alternative to the more
heavily resource reliant methods. Crowd-
sourcing can take di�erent forms. On the
one hand, it can be quite explicit about
the crowdsourcing aspect. In its origi-
nal form, it would consist in the annota-
tion of the same data by di�erent anno-
tators (Fort, 2016) or the collaborative cre-
ation and curation of resources such as
Wikipedia (Stegbauer et al., 2009). Such
forms generally rely on intrinsic motiva-
tion. However, if there is a lack of intrin-
sic motivation for whatever reasons, two
di�erent approaches have been taken, the
first of which is paying people, and the
second of which is making the task more

fun by adding game-like elements (Cham-
berlain et al., 2013). The monetary aspect
is expressed in platforms such as Ama-
zon Mechanical Turk which pays partic-
ipants to answer questions and/or solve
tasks (Buhrmester et al., 2016). On the
other hand, crowdsourcing can be more
subtle, such as in Games With A Purpose
(GWAPS) (Lafourcade et al., 2015). GWAPS
are games or gamified platforms that serve
a specific purpose which is not merely lu-
dic.

There is research on creating language
resources using crowdsourcing, some of
which are: Zombilingo for syntactic anno-
tation (Fort et al., 2014), Phrase detectives
for co-reference annotation (Chamberlain
et al., 2008) or JeuxDeMots for the creation
of a lexico-semantic network (Lafourcade
and Joubert, 2008). However li�le work has
been done on the combination of crowd-
sourcing and language learning. Probably
the most well-known approach on combin-
ing crowdsourcing and language learning
was done by Duolingo (Garcia, 2013), al-
though besides the stated goal of “translat-
ing the web while learning a language”, it
is not quite clear how the output is used.
Recently, the use of implicit crowdsourc-
ing techniques using language learners for
the creation of language resources on par
with expert-created content has also been
explored (Nicolas et al., 2020).

A related field of work is crowdsourc-
ing for education, of which the closest sub-
aspect pertaining to this work is the cre-
ation of educational content. Initiatives
include for example crowdsourced text-
book generation (Solemon et al., 2013) or
crowdsourcing video captioning correction
by language learners to enhance learning
(Culbertson et al., 2017). The interested
reader is referred to Jiang et al. (2018) for an
extensive review of current literature and
practices.



3 Data
COCTAILL (Volodina et al., 2014) is a cor-
pus of coursebooks for Swedish as a second
language that we used as the basis for iden-
tification of candidate multi-word expres-
sions (MWEs) for this experiment. COC-
TAILL contains texts and exercises aimed
at adult learners of Swedish, and covers
five CEFR levels: A1, A2, B1, B2, C1, where
A1 is beginner level and C1 is advanced
level (Council of Europe, 2001), with sev-
eral coursebooks at each level (see Table
1). In the corpus, each chapter (lesson) in
a coursebook has been assigned a level at
which it is known to be used in an L2 teach-
ing context. For example, suppose a text-
book ) contains 9 chapters and that prac-
ticing teachers are using chapters ) 1-) 4
when teaching students aiming for the A1
level, and chapters) 5-) 9 aiming for the A2
level. All texts that are used in chapters) 1-
) 4 are surmised to target A1 level knowl-
edge, while texts that are used in chapters
) 5-) 9 are assumed to target A2 knowledge,
and so on. Further, all words that are used
in the texts in chapters ) 1-) 4 are labeled
as potential target receptive vocabulary for
the A1 level. All new vocabulary items that
are used in texts in chapters ) 5-) 9 (and
that have not been used at previous lev-
els) are labeled as potential target vocab-
ulary at the A2 level, and so on. This ap-
proach allows us to generate useful vocab-
ulary lists for both pedagogical and assess-
ment use, as well as for automatic classi-
fications of various kinds. However, gen-
eralizations about the levels at which vo-
cabulary items should be targeted remains
only an assumption that needs to be con-
firmed. Thus, the projected levels at the
word level can serve as indications that cer-
tain items might be easier or harder, al-
though we make no claims about the cor-
rectness of these projections.

Table 1 shows an overview of the cor-

pus, detailing how many books targeting
each CEFR level that are included, how
many authors we rely on, as well as the
number of chapters, texts, sentences and
tokens.

COCTAILL is annotated automatically
with the Sparv-pipeline5 (Borin et al., 2016)
for base forms, word classes, syntactic rela-
tions, word senses, MWEs and some other
linguistic aspects. MWEs are identified on
the basis of Saldo lexicon (Borin et al., 2013)
entries, which means that only MWEs
that are contained in Saldo will be recog-
nized. As Saldo is under active develop-
ment, the automatic pipeline will probably
be able to identify more MWEs in the fu-
ture. From the annotated version of COC-
TAILL, we have generated a new version of
the SVALex list (François et al., 2016) based
on senses, as Sparv has been updated to in-
clude a word sense disambiguation mod-
ule since the creation of the original list.
Word sense distinctions are based on Saldo
senses.

An entry in the list consists of a com-
bination of a base form with its word class
(i.e. a lemgram), plus a word sense. Polyse-
mous items have several distinct entries in
the list and di�erent frequency counts are
associated with each of the sense entries.
Each item contains its frequency distribu-
tion across di�erent CEFR levels where it
occurred and is associated with the low-
est CEFR level of the texts in which it is
observed. Starting from the list of 1351
MWEs in the list, two annotators classi-
fied them manually according to a custom
typology (Lindström Tiedemann et al., In
preparation).

For the experiment, we chose three dif-
ferent groups of MWEs based on this man-
ual annotation, aiming to select a wide yet
balanced variety of di�erent types of ex-
pressions. This resulted in the selection

5h�ps://spraakbanken.gu.se/sparv



CEFR level #Textbooks #Authors #Chapters #Texts #Sentences #Tokens

A1 4 10 37 101 1581 11132
A2 4 10 105 232 4217 37259
B1 4 12 83 345 6510 79402
B2 4 8 31 314 8527 101583
C1 2 2 22 115 5085 71991
Total 18 42∗ 278 1106 25920 301367
∗ 26 unique

Table 1: Statistics over COCTAILL per level

of the following three groups: (1) inter-
jections, fixed expressions and idioms,6 (2)
verbal MWEs and (3) adverbial, adjectival
and non-lexical MWEs. For the sake of con-
ciseness and spatial limitations, we will re-
fer to group 1 as “interjections”, to group
2 as “verbs” and to group 3 as “adverbs”.
Figures 1, 2 and 3 show the number of
occurrences per group per level in the re-
source based on the first round of annota-
tion. From each of these three groups, we
selected 60 expressions to be used in the
experiment, with 12 items for each CEFR
level, for a total of 3 ∗ 60 = 180 expressions.
Expressions were de-contextualized in the
sense that we did not provide any exam-
ple sentences illustrating the use and con-
text of the expression. While this decision
may hinder the decision making process, it
ensures that decisions are solely based on
the expressions themselves, as opposed to
syntactic complexity or other features that
might be judged in a sentence.

Within each of the groups we priori-

6We are aware of the di�iculty of such distinc-
tions. We tried to give strict definitions of fixed ex-
pressions and idioms as well as providing illustra-
tive examples of both. However, comparisons of the
annotations of the two annotators have shown that
what annotator 1 classified as one of the categories
could sometimes be annotated as one of the other
categories by the other annotator which is why we
decided to have these as a joint group for the exper-
iment.

tized items that had been classified and
agreed upon by both annotators. We
double-checked all items in the COCTAILL
corpus to see that the sense we had listed
was the one used in the corpus at the au-
tomatically assigned CEFR level; this step
was necessary, as the automatic annota-
tion of the corpus might not always iden-
tify the correct sense of a word or expres-
sion.

To make the experiment a learning ex-
perience and to make sure the level of dif-
ficulty was annotated in relation to a par-
ticular sense, we added definitions to all
items. As far as possible we picked def-
initions from Svensk ordbok (svenska.se).
When this was not possible, we used Saldo,
Wiktionary, Lexin, or provided definitions
of our own.
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4 Methodology
Instead of having volunteers annotate each
MWE with a target CEFR level (a task that
requires in-depth knowledge of the CEFR),
and following previous results showing
that relative comparative judgments are
easier than assigning items to a category
(Lesterhuis et al., 2017), we opted to use
best-worst scaling (Louviere et al., 2015) for
the crowdsourcing task. The rationale is
that language proficiency is a continuum
rather than a set of discrete proficiency lev-
els, although for practical reasons it is sim-
plified to a set of discrete levels (Council of
Europe, 2018, p. 34) (cf Section 1). Thus, us-
ing a relative ranking method may be more
fruitful than trying to classify expressions
into discrete classes; in addition, operating
on a continuous scale allows for more so-
phisticated statistical measures to be used
(Ortega, 2012, p. 131). Further, using best-
worst scaling we get a maximum amount
of information with a minimal amount of
clicks from the crowdsourcers (Chrzan and
Peitz, 2019). Finally, such a set up requires
no knowledge of the CEFR, as participants
rely on their intuition when judging ex-

pressions against each other.
In best-worst scaling, one is presented

with a group of items to rank and asked
to rank one of the items as the “best” or
the “easiest” and one of the items as the
“worst” or the “hardest”. If one presents
four items to the annotator to be ranked,
having them choose both the easiest and
the hardest out of the four expressions, it
will result in 5 out of 6 possible relations.

To illustrate this further let us consider
an example to show that four expressions
give us six relations. Indeed, among four
expressions, there exist six possible rela-
tions. Let us consider an example with ex-
pressions A, B, C and D, and let us assume
that we want to know which of the expres-
sions A, B, C and D that is the easiest and
which is the hardest. This means that we
thus have the following combinations of
items between these expressions:

• ��

• ��

• ��

• ��



• ��

• ��

As the relations are symmetrical, we do
not need to consider other combinations
such as B A, as it is identical to A B; say-
ing that B is easier than A implies that A
is harder than B. With best-worst scaling,
if one chooses B as the easiest expression
and C as the hardest expression, we have
knowledge of the following relations:

• � < �

• � < �

• � < �

• � > �

• � > �

The first point is self-explanatory: as we
have stated that B is easiest and C is hard-
est, B must be easier than C. The other rela-
tions follow logically. As we have declared
B as the easiest item, B must be easier than
any of the other items (points 2 and 3).
As we have declared C to be the hardest
item, it must be harder than all other items
(points 4 and 5). The only relation that we
do not have information about is the re-
lation between items A and D. However,
this relation will be covered by subsequent
tasks in which A and/or D occur.

In order to cover all possible combi-
nations using best-worst scaling, we have
chosen a redundancy-reducing combinato-
rial algorithm to calculate the minimum
amount of combinations of four items
needed to cover all relations in such a way
as to minimize redundancy, i.e. repeating
items that have already been encountered,
based on Čibej et al. (In preparation).

With four items per task and 60 expres-
sions there are 1,770 possible relations and
487,635 possible combinations. Using the

redundancy-reducing combinatorial algo-
rithm, this means that we need to have 326
tasks. Of the 1770 relations,

• 1362 (77%) are non-repetitive

• 33 with 1 relation known

• 50 with 2 relations known

• 12 with 3 relations known

• 3 with 4 relations known

• 1 with 5 relations known

Thus 77% of the relations are covered by
non-repetitive combinations, while 23% of
the relations are covered by partially repet-
itive combinations.

Finally, using best-worst scaling leads
to a decrease in e�ort spent on the task. If
one were to rank four items out of four in
relation to each other, one would need at
least four clicks, while best-worst scaling
requires (a minimum of) two clicks, reduc-
ing the workload by half.

5 Experimental Setup
One of the aims of this study is to test how
one’s background influences the outcome
of a crowdsourcing experiment. To take a
step towards that aim, we experiment with
two di�erent ways of ranking MWEs ac-
cording to di�iculty.

1. Intuition-based (implicit) labeling,
i.e. crowdsourcing: We ask a het-
erogeneous group of L2 speakers of
Swedish (non-experts) as well as ex-
perts (L2 Swedish professionals e.g.
teachers, researchers) to rank items
by taking part in a crowdsourcing ex-
periment where we subdivide the ex-
pert group into a general L2 profes-
sional group and a group of CEFR-
experts:



• Non-experts: L2 speakers of
Swedish at intermediate level
(B1) or above (according to self-
assessment)

• Experts – L2 Professionals:
Teachers, assessors and/or
researchers of Swedish as a
second language (referred to as
L2 professionals)

• Experts – CEFR experts: A sepa-
rate subgroup of L2 profession-
als who use CEFR in their L2
Swedish practices

2. Expert judgment-based (ex-
plicit) labeling: We ask a small
group of CEFR experts (teach-
ers/researchers/assessors) to label
MWE items manually for the levels
at which they expect L2 learners to
understand them. This annotation
task is formulated in levels rather
than relative ordering to resemble a
real-life annotation scenario as much
as possible where experts would be
involved – which, however, entails
some di�iculties in comparison of
the results.

5.1 Practicalities
Figure 4 illustrates the steps necessary to
take part in the experiment. In the first
step of the experiment, to comply with the
GDPR (EU Commission, 2016) we asked
our participants for consent to use their
background information for this research
and to send out gi� certificates.7 At the
same time, we collected information about
the linguistic background as well as some

7Expert form (Swedish only):
https://spraakbanken.gu.se/larkalabb/m

we-cs-annotation-teacher

Non-expert form (Swedish only):
https://spraakbanken.gu.se/larkalabb/m

we-cs-annotation-crowd

other demographic variables as illustrated
in Table 5.4.

A�er filling out the consent form, par-
ticipants were provided with guidelines
and links for the crowdsourcing part of the
experiment in the form of an automated
email sent to the email address specified
in the consent form.8 The guidelines were
intentionally provided only in Swedish as a
“selection” principle to exclude L2 speakers
of lower proficiency levels.

In the second step, participants were
asked to create an account on the crowd-
sourcing platform, with the explicit in-
struction to use the same email address as
provided in the consent form so that we
could link their background information to
the crowdsourcing results. Email addresses
were solely collected for this purpose and
were discarded a�er this linking step was
performed.

As a final step, participants were asked
to participate in the projects proper. Each
crowdsourcer was expected to complete at
least 84 items out of 326 in each of the three
projects, which amounted to a total time
of about 30-45 minutes per project. Partic-
ipants who completed at least 84 tasks per
project were sent a gi� (step 3 in Figure 4).9

To reach the crowdsourcing popula-
tion, we published announcements via e-
mail, social networks, and through profes-
sional and private networks. For CEFR ex-
perts, we listed requirements with regards
to their qualifications and recruited three
experts on the basis of this.

We le� a calendar month for the crowd-
sourcing experiment from the date of
the first announcement, with periodic re-

8Guidelines (in Swedish): https://docs.goo
gle.com/document/d/1E700mnqaZ15cHr 3gXMv

g0d4onm2ncMf36t-KUQuRrw/
9In the later stages of the experiment when it

was not possible to contribute 84 tasks in one or
more projects, we relaxed the constraints for gi� el-
igibility to ≈ 240 tasks in total.



Step 1: Consent Step 2: pyBossa Step 3: Participate

Figure 4: Practical steps for participants in the crowdsourcing experiment

minders to recruit broader participation.
All crowdsourcers that met our require-
ments of the minimal contributions, were
sent small gi�s. Experts were paid by the
hour.

5.2 Implementation
For the crowdsourcing experiment, we set
up nine projects for the three di�erent par-
ticipant backgrounds. All projects were im-
plemented in pyBossa, an open-source cus-
tomizable framework for crowdsourcing
tasks developed by SciFabric.10 For each
of our three target groups (Non-experts =
L2 speakers, L2 Professionals = L2 teach-
ers, researchers; CEFR Experts = L2 teach-
ers, researchers, assessors with CEFR expe-
rience) we prepared three projects consist-
ing of three sets of di�erent MWE-types (3
participant groups x 3 projects = 9 crowd-
sourcing projects). In addition, we set up
a tenth crowdsourcing experiment for peo-
ple who did not conform to any of the three
target groups or for people who wanted to
see how the projects work.11

For each of the projects, we arranged
the 60 selected items per MWE group in
such a way that the crowd could vote on
their relative di�iculty. Figure 5 shows the
graphical user interface we designed for
this task, based on Čibej et al. (In prepara-
tion). In the user interface, crowdsourcers
were shown four MWEs and were asked to
indicate which expression they found the
easiest and the hardest to understand by
using the bu�ons on the le� and the right

10h�ps://pybossa.com/
11Test-project (in Swedish): https://ws.spraa

kbanken.gu.se/ws/tools/crowd-tasking/p

roject/l2p mwe group2 other/

of the expressions, based on their own in-
tuition. In addition, one could click on any
of the four expressions to be shown a defi-
nition in case one was not sure about the
meaning of an expression. The interface
also showed a pyBossa-internal ID number,
the number of tasks that had been com-
pleted by the crowdsourcer, the number of
total tasks (326 for each project) and the
expected number of tasks that each crowd-
sourcer should finish (84 for each project,
except for the “CEFR experts” who were
expected to complete all 326 tasks). Fi-
nally, we also included a link to a feedback
form where crowdsourcers could indicate
their reasoning about assigning the labels
for easiest and hardest, or any other feed-
back they may wish to provide.

As additional safe-guards, we imple-
mented checks for user errors for the fol-
lowing cases:

1. No value selected

2. Only one column is selected

3. Same value in both columns

As we wanted to collect the easiest and
the hardest expression among a set of four
expressions, it was disallowed not to pro-
vide any value (point 1), to only choose ei-
ther an easiest expression or a hardest ex-
pression but not both (point 2) or to se-
lect the same expression as both the easi-
est and the hardest (point 3). Furthermore,
as we wanted to maximize user interaction,
we took care to make sure that the plat-
form was functional and usable not only
on desktop PCs but also on smaller screens
such as smartphones. By doing so, peo-
ple could use their smartphones wherever
they were and whenever they had a minute



Figure 5: Example of an MWE ranking task in pyBossa (lä�ast = easiest, svårast = most
di�icult, u�ryck = expression; spara = save)

to continue working on the tasks. Other
considerations concerned the placement of
the “easiest” and “hardest” columns, color
schemes, and the ease of use on a smart
phone. A�er registration in pyBossa par-
ticipants could log in and continue from
where they le� o� at any time suitable to
them and on any platform (smartphone,
tablet, computer). As to the number of
votes per task, i.e. how many di�erent an-
swers were needed per task for a task to be
considered complete, we set the number to
5 for L2 speakers and to 3 for L2 profession-
als and CEFR experts. These numbers were
picked based on the estimated number of
participants in the various groups. This
meant that each single task in the project
would have 5 respectively 3 answers (i.e.
judgments about the easiest and the hard-
est expression) by di�erent annotators.

We assigned the following scores to ex-
pressions: 1 for the expression that was

rated as the easiest, 3 for the expression
that was rated as the hardest and 2 for the
two unrated expressions.

5.3 Experimental design
Figure 6 shows an overview of the exper-
imental design. In the experiment, we
wanted so see whether non-experts and ex-
perts agree with each other about the rel-
ative di�iculty of multiword expressions in
the crowdsourcing experiment. We further
subdivided the expert group into two to
be able to compare experts’ indirect judge-
ment (crowdsourcing) to their direct (ex-
plicit) labeling, but this was only done with
the small subgroup of CEFR experts who
we therefore had to make sure were all
well familiar with CEFR in connection with
their work. Finally, we wanted to check
whether individual explicit labels by the
CEFR experts coincided with the group re-



sults from their implicit crowdsourcing ex-
periment.

As indicated above we also asked our
three CEFR experts to perform a direct la-
beling task. This meant that we asked
them to go through all of the selected
MWEs in a spreadsheet and decide at
which CEFR level these MWEs could be ex-
pected to be understood. All three CEFR
experts were asked to do the crowdsourc-
ing experiment in pyBossa first and were
only given access to the spreadsheet for
direct labeling a�er they had completed
that, to make their crowdsourcing experi-
ence as similar to that of the rest as pos-
sible. However, unlike the other partici-
pants the CEFR experts were asked to rank
all items in all the three pyBossa projects
(3 ∗ 326). In the direct annotation exper-
iment, they were asked to pick one level
from a drop-down menu with A1, A2, B1,
B2, C1, C2 or above for each item in a
spreadsheet with all 180 MWEs.

5.4 Demographic information
To be�er understand whether and/or how
the intuitions and judgments were influ-
enced by the background of the partici-
pants, we collected information about our
participants in a separate form (personal
metadata). Since L2 Swedish is widely
spread in Sweden and Finland, these two
countries were our primary targets. How-
ever, we used social media and our per-
sonal professional networks to spread in-
formation about the experiment, which
also encouraged participation from other
countries. Out of 79 consent registra-
tions in total, 50 crowdsourcers partici-
pated in the experiment, which constitutes
a drop-out rate of 37%. Upon completing
the crowdsourcing experiment, we could
see the following participant characteris-
tics (Table 2):

We a�racted 27 L2 non-experts (L2

speakers) and 23 L2 experts, including the
three CEFR experts. Sweden and Finland
contributed with 22 participants each (at
44%). The first language of the contributors
is dominated by Finnish (30%), but other
first languages are also represented, in-
cluding Swedish (20%), German (12%), Rus-
sian (8%), Spanish (4%), Arabic (4%), Hun-
garian (4%) and others. The population is
well-educated having either a pre-doctoral
university degree (60%) or a doctoral de-
gree (36%). L2 speakers provided self-
assessed levels of Swedish as B1 or above in
96% of the cases, with one outlier at the A1
level. 65% of the L2 experts have 10 years
or more of experience of teaching or assess-
ing Swedish as a second language. The age
characteristics show that we a�racted a
rather “mature” population (78%), whereas
people of 30 years and younger are less rep-
resented (22%). The gender representation
is rather unbalanced (66% women versus
28% men with 6% who preferred not to an-
swer that question), which can be due to
a recruitment bias or – potentially – re-
flect gender representation within the ar-
eas of language learning and teaching. All
in all, we have participants of various back-
ground profiles, which represents the tar-
get group for the intended output of the
research.

The three CEFR experts recruited come
from Finland since Finland appears to use
CEFR more extensively in the teaching and
assessment of L2 Swedish than Sweden
does. All CEFR experts have Finnish as
their L1 and represent: one L2 Swedish
teacher, one L2 Swedish researcher (PhD)
and one L2 Swedish assessor (PhD).



Set 1: Swedish L2
speakers (5 votes per
task)

Set 2: Teachers of L2
Swedish (3 votes per
task)

Agree?

Set 3: CEFR ex-
perts/L2 Swedish (3
votes per task)

Agree?

Agree?

Relative ranking experiment - crowdsourcing using pyBossa

Direct annotation by CEFR experts

Assigning CEFR levels for

• Group 1: Interjections, fixed expressions, idioms

• Group 2: Verbal MWEs

• Group3: Adverbial, adjectival, non-lexical MWEs

Agree?

Agree?

Figure 6: Overview of the experimental design
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5.5 Evaluation methodology
We use two modes of annotating items
for their di�iculty: crowdsourcing by non-
experts and experts, and direct annotation
by experts. Since direct expert annotation
is a rather traditional approach, we use tra-
ditional ways of evaluating it, relying on
metrics such as agreement and Spearman
rank correlation. However, crowdsourcing
is a new approach for this type of tasks,
thus we explain how we evaluate and com-
pare the results of the crowdsourcing ex-
periment below. The results are presented
in Section 6.

For evaluation of the crowdsourcing,
we project each expression onto a linear
scale. The scale ranges from 1 to 3, with
a minimum value of 1 if an expression was
always classified as the easiest out of a set
of four possible expressions and a maxi-
mum value of 3 if it was always classified
as the most di�icult out of a set of four pos-
sible expressions by all annotators. Oth-
erwise, the expression exp is assigned the
score B (4G?) as the mean of all assigned
scores G according to the formula

B (4G?) =
∑=
8=1 G8

=
(1)

With G8 being the 8-th score assigned to
4G? and = being the total number of scores
assigned to 4G? . The limits of 1 and 3 are
predetermined by our way of measuring
“the easiest” and “the hardest” expression
with best-worst scaling (cf Section 4).

We sort the data according to the re-
verse order of B (4G?) and assign sequential
ranks from 1 to 60 to the resulting ordering.

6 Results and Analysis
In this section we present the results from
the di�erent experiments. First, we look
into the results from the crowdsourcing ex-
periment. A�er this we look into the re-

sults from the direct annotation (expert la-
beling) which we also compare to the rank-
ings which this group of experts did in py-
Bossa. Finally, we also investigate how the
number of votes influences the results and
how much time is needed for the crowd-
sourcing experiment as opposed to direct
expert annotations.

6.1 Linear scale
The experiments generated rich data for
analysis. In this section we look at the re-
sults of the study from a quantitative point
of view. For the purpose of comparison, we
projected results of crowd-votings to lin-
ear scales based on the fact that each vote
in a crowdsourcing task assigns scores to
the items: either 1 (“easiest”), 3 (“most dif-
ficult”), or 2 for each of the two items in-
between. Based on the numerical values,
all items are listed in the order of their
scores corresponding to the perceived de-
gree of di�iculty.

Based on that principle, we obtained
one linear scale per participant group and
one representing the whole population of
crowdsourcers (mixed background rank-
ings).

Table 3 shows the Spearman rank cor-
relation coe�icient between the three sets
of MWEs and the three groups of partic-
ipants. Spearman rank correlation coe�i-
cient has a range from -1 to +1 where -1 in-
dicates a perfect negative correlation; zero
indicates no correlation; and +1 indicates
perfect positive correlation.

As can be gathered from Table 3,
the highest correlations can be found
between non-experts (here meaning L2
speakers/learners) and the general group
of “L2 professionals” (including teachers,
assessors, researchers) across all of the
three MWE groups, while the correlations
between non-experts (L2 speakers) and
“CEFR-experts” (i.e. the subgroup of three



Gr.1 (interj.) Gr.2 (verbs) Gr.3 (adv.)

L2 speakers-L2 professionals 0.9509 0.9282 0.9203
L2 speakers-CEFR experts 0.9333 0.8115 0.8370
L2 professionals-CEFR experts 0.9386 0.8495 0.8579

Table 3: Agreement between voter groups in the crowdsourcing experiment

L2 professionals) are the lowest among
all the three MWE groups. We can thus
say that non-experts (L2 speakers) and
experts (L2 professionals) in our experi-
ment agree very well on the relative dif-
ficulty of MWEs, followed by L2 profes-
sionals and CEFR experts, while L2 speak-
ers and CEFR experts tend to agree to a
lesser extent. Despite these marginal fluc-
tuations, we can see strong correlations be-
tween all of the tested target groups across
all the three sets of tested MWEs. This
indicates that intuitions about the di�i-
culty of MWEs are more or less shared
across all tested groups, despite the di�er-
ences in background and professional com-
petence. It seems that we can confirm that
non-experts – that is, L2 speakers lack-
ing expertise and competence in a subject
(e.g. language assessment) – can be seen
as on par with experts for tasks requiring
high competence, something that has also
been shown in approaches in citizen sci-
ence (Kullenberg and Kasperowski, 2016).

To get an insight into how well indi-
viduals can agree on crowdsourcing tasks
we looked at the three CEFR experts in our
experiment who completed the full sets of
tasks in all of the three pyBossa projects.
Table 4 shows the Spearman rank correla-
tion based on their individual linear scales
calculated from the crowdsourced data. As
can be seen from Table 4, annotators 1 and
2 tend to agree the most, while annotators
1 and 3 tend to agree the least, with an-
notators 2 and 3 falling in-between. This
might be a result of their di�erent back-
grounds and how o�en they use CEFR ex-

plicitly. The more voters we have, the less
bias there is in the resulting data (e.g. Snow
et al., 2008).

6.2 Expert labeling
If we look closer at the simple and extended
percentage agreement between the CEFR
expert annotators in the explicit (inter-
changeably called ‘direct’) labeling exper-
iment, we can see that agreement is gener-
ally quite low for simple agreement (Toler-
ance 0 in Table 5). With a tolerance of zero,
one counts exact agreement between the
annotators (e.g. the same item has been
assigned to the same CEFR level). How-
ever, if one relaxes the tolerance level to
1 (extended percentage agreement), mean-
ing that positive agreement also includes
cases where annotators di�ered by only
one level (e.g. one annotator said the item
was A2 while another annotator said the
item was B1), we can see that agreement
drastically improves, as illustrated in Table
5.

In general, this gives us a picture
that expert judgments are not ideal and
that reaching an exact agreement between
them is possibly an una�ainable target,
which also confirms the results from es-
say evaluation according to the CEFR-scale
as presented in e.g. Dı́ez-Bedmar (2012).
Given that direct labeling is a subjec-
tive and cognitively challenging task, more
opinions than one are required (cf Snow
et al., 2008; Carlsen, 2012). The MWEs
in the experiments are de-contextualized
which might further complicate decisions.



Gr.1 (interj.) Gr.2 (verbs) Gr.3 (adv.)

CEFR experts 1 and 2 0.8130 0.8581 0.7735
CEFR experts 1 and 3 0.7733 0.5788 0.6988
CEFR experts 2 and 3 0.7964 0.6236 0.7026

Table 4: Inter-annotator agreement for CEFR experts in the crowdsourcing experiment cal-
culated with Spearman rank correlation coe�icient

Group 1 (interjections) Group 2 (verbs) Group 3 (adverbs)

Tolerance 0 15.00 21.70 13.30
Tolerance 1 61.70 58.30 65.00

Table 5: Agreement between CEFR experts in a direct labeling experiment in percent

This speaks in favor of assuming tolerance
level 1 since the assigned levels describe a
continuum of proficiency rather than strict
categories (Council of Europe, 2018, p. 34).
A hypothesis in connection to this is that
disagreement outside tolerance 1 may in-
dicate items that are on the periphery of
the lower CEFR level, while items within
tolerance 1 constitute the core vocabulary
on the lower level. This is something to be
explored in future research.

Results of agreement between the ex-
plicit ranking of each individual expert
and their own individual implicit judgment
from the crowdsourcing experiment based
on a comparison of the linear scales show
mixed results (Table 6).

Expert 1 is very consistent in both an-
notation methods, and all annotators seem
to agree with themselves most for MWE
group 1, while other agreements are lower.
This could indicate that expert 1 is the
one with the most experience with work-
ing with CEFR-levels. The inconsistency of
the results for the same expert indicates
that the expert reasons di�erently when
using di�erent methods, and that the way
of reasoning influences the results. It has
been previously shown that explicit scor-
ing is more subjective and cognitively de-

manding than assessing by comparing two
samples to each other (Lesterhuis et al.,
2017), which also seems to be confirmed
in this experiment. This indicates that
we should not compare the two types of
annotation and that expert judgment can
only give reliable annotation if a reason-
ably large number of experts is used to
counter-balance a potential subjective bias
(cf. Snow et al. (2008)). How large a number
constitutes a “reasonable amount” is still
an open question.

6.3 Number of votes
Aker et al. (2012) found that using one set
of non-expert results (results from di�erent
annotators) outperformed using one single
non-expert’s results, as the diversity of the
crowd might cancel a high bias present in
a single annotator. In order to see how
the number of votes influences the results,
we randomly selected votes for the sample
sizes 1, 2 and 3 (for the non-expert crowd,
for which we collected 5 votes) and derived
the linear scales, for each group separately
as well as a randomly sampled mixed ver-
sion over all three groups (‘Mixed’ in Ta-
bles 7 and 8). We then compared the linear
scales of the di�erent sample sizes to the



Group 1 (interjections) Group 2 (verbs) Group 3 (adverbs)

Expert 1 0.9095 0.9280 0.8935
Expert 2 0.8483 0.6147 0.7299
Expert 3 0.8010 0.5248 0.5540

Table 6: Spearman rank correlation coe�icients for intra-annotator agreement between im-
plicit and explicit modes of annotation

linear scale derived from the full set votes
(3 for experts and 5 for non-experts; for the
mixed group we calculated the target linear
scale from a random sample of three votes
from both experts and non-experts), mean-
ing that we compare for example the linear
scale for non-experts derived from a single
vote versus the linear scale for non-experts
derived from 5 votes; the linear scale for
non-experts derived from two votes ver-
sus the linear scale for non-experts derived
from 5 votes; or the linear scale derived
from randomly sampling two votes from
both experts and non-experts versus the
linear scale derived from randomly sam-
pling three votes over all groups.

In order to quantify the di�erences be-
tween the scales, we used the out-of-place
metric <>>? (Cavnar et al., 1994). This is a
straightforward metric that measures the
di�erence between two ranked lists and
quantifies the di�erence. The reason for
choosing this metric over rank correlation
measures is that Spearman’s correlation
coe�icient was very high and had similar
values across all comparisons (see Table 7).
While a high correlation is a positive re-
sult in itself, it does not allow for a detailed
analysis. We surmise that using<>>? may
give a more tangible result. It is formalized
as shown in (2)

<>>? =

=∑
8=1
( |A (G8, ;1) − A (G8, ;2) |) (2)

with = being the number of items in the
lists (the lists to be compared are of the

same length in our case), G8 being the 8-
th item, A (G8, ;1) being the rank of G8 in the
first list and A (G8, ;2) being the rank of G8
in the second list. To illustrate this, let us
consider two lists ;1 and ;2 both containing
the expression �, �,� and � , but at di�er-
ent ranks. Figure 7 shows a hypothetical
scenario. In order to obtain<>>? , one first
calculates the di�erence in ranks between
the expressions, then sums up the di�er-
ences. Thus, in this example, we would
have <>>? = 1 + 2 + 0 + 3 = 6. We also
calculate how many items are at the exact
same rank in both lists (out of 60 total).

We find that each of the sub-sampled
lists compared to the full-vote list yields
high Spearman rank correlation coe�i-
cients, with Spearman’s d varying from d =

0.941, ? = 5−29 to d = 0.997, ? = 3−66. As
can be gathered from Table 7, group 1 (in-
terjections) shows the least amount of di-
vergence among all three MWE groups, but
also among the di�erent crowds. Further,
it can be observed that sampling over all
three crowd groups produces more stable
results than within-group sampling.

A more qualitative analysis reveals that
for group 1 (interjections etc.) for non-
experts with one vote, the hardest and eas-
iest item is the same as with five votes,
whereas with two votes, the two easiest
and the three hardest are the same as with
five votes. For CEFR experts with one vote,
the three easiest items are the same as with
three votes, whereas with two votes, the
two hardest items are also the same as with
five votes. For L2 professionals with one
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Figure 7: Out-of-place metric illustration

MWE group Crowd Sample size <>>? d Same rank

Interj. L2 sp. 1 150 0.98 8
2 112 0.98 15
3 102 0.99 16

L2 prof. 1 160 0.97 16
2 82 0.99 15

CEFR exp. 1 114 0.98 18
2 80 0.99 18

Mixed 1 114 0.98 14
2 78 0.99 23

Verbs L2 sp. 1 256 0.94 6
2 172 0.97 6
3 114 0.98 18

L2 prof. 1 196 0.97 8
2 90 0.99 18

CEFR exp. 1 200 0.96 7
2 120 0.98 14

Mixed 1 138 0.98 11
2 70 0.99 26

Adverbs L2 sp. 1 254 0.95 4
2 154 0.98 12
3 110 0.98 15

L2 prof. 1 244 0.94 8
2 132 0.98 14

CEFR exp. 1 126 0.98 14
2 106 0.99 13

Mixed 1 128 0.98 14
2 54 0.99 25

Table 7: Out-of-place calculations, Spearman’s d and same rank number for di�erent num-
bers of votes



MWE
group

Crowd Sample
size

3

0 1 2 3 4 5

Interj. L2 sp. 1 8 21 34 45 49 55
2 15 30 43 48 51 56
3 16 34 44 51 56 58

L2 prof. 1 16 30 38 43 47 52
2 15 38 53 56 58 59

CEFR exp. 1 18 35 42 46 53 57
2 18 42 49 55 57 59

Mixed 1 14 30 44 49 55 57
2 23 37 49 54 59 60

Verbs L2 sp. 1 6 10 27 36 42 45
2 6 26 37 42 48 52
3 18 34 43 50 54 55

L2 prof. 1 8 17 24 33 43 50
2 18 37 47 54 56 58

CEFR exp. 1 7 20 32 35 44 49
2 14 26 38 50 56 57

Mixed 1 11 22 36 45 52 57
2 26 44 48 55 58 59

Adverbs L2 sp. 1 4 16 27 31 37 40
2 12 26 33 41 50 53
3 15 36 46 53 54 55

L2 prof. 1 8 17 29 36 41 46
2 11 30 41 48 51 55

CEFR exp. 1 14 31 44 48 51 54
2 13 33 44 51 56 58

Mixed 1 14 32 44 49 49 54
2 25 48 54 59 60 60

Table 8: E�ect of di�erent 3 values



vote, the easiest item is the same as with
three votes whereas with two votes, also
the two hardest items are the same as with
three votes. However, many of the rank
di�erences are small, i.e. the two hardest
items for group 1 (interjections etc) for L2
professionals with one vote are the reverse
order of two and three votes. If one were
to start from a truly unlabeled set of items
without indications of level, or the num-
ber of di�erent levels present in the data,
one can only rely on relative ranks. These
results indicate a certain stability when it
comes to the extremes of the scale, i.e.
which items are easiest and which items
are hardest.

In order to account for small di�erences
in ranks, we also compute how many items
are “at the same rank” when counting as
the same rank items within a di�erence of
3 , with 3 varying from 1 to 5 (n.b. 3 =

0 is equivalent to the same rank, column
‘Same’ in Table 7; cf ‘Tolerance’). If we take
as an example the ranking in Figure 7, at
3 = 1, one would count as being of equal
rank the item � (in addition to item �), as
the rank di�erence is 1. At3 = 3, one would
also consider as being of equal rank items
� and � , as they are below or equal to 3.
Table 8 shows the results; we repeat 3 = 0
for comparison purposes.

It can be said that the lists derived from
a sub-sample of votes are di�erent from the
lists derived from all votes. However, when
relaxing the notion of “equivalence” as has
been done by varying 3 , one can see that
the di�erence is not as big as one might
think at first. At 3 = 2, which means de-
viations of two ranks (out of 60) or less
are counted as equal, around 84% of the
lists are “equal” to the lists derived from
full votes for the aggregated versions (82%
for interjections, 80% for verbs and 90% for
adverbs). Again, it can be observed that
sampling over the whole crowd produces
more stable results than sampling within a

group. It can further be observed that the
aggregated votes tend to be on par with ex-
pert judgments, if not surpassing them.

6.4 Time investment
Table 9 shows the average time taken per
crowd background and MWE group. De-
spite the presence of outliers in the non-
expert crowd data, crowdsourcing in a
best-worst scaling scenario takes on aver-
age 30-40 seconds per task. To rank 60
items presented through 326 tasks with
one vote would claim ≈ 2,5-3 hours. Rank-
ings do not seem to change drastically af-
ter the first three votes are collected, so the
minimal time investment for 3 votes are es-
timated to approximately 8-9 hours for one
project.

Table 10 shows the comparison be-
tween observed times in the crowdsourc-
ing project and reported times for direct
annotation by the CEFR experts. It should
be noted that for expert direct annotation,
the times indicated in Table 10 are ap-
proximated by dividing the reported time
needed to finish all three lists by three. It
should also be borne in mind that experts
went through all 326 tasks per project. It
can be observed that direct expert annota-
tion claims 15-90 minutes per project. This
is at least five times as fast as the crowd-
sourcing experiment.

However, reliability and consistency of
a (direct) labeling depend to a larger ex-
tent upon what kind of ranking scale an-
notators are o�ered and what their back-
grounds are, and the e�ects are di�icult
to account for (cf O’Muircheartaigh et al.,
1995). It is easy to fall victim to a flawed
design, inexperienced annotators or face
problems hiring annotators, and the cogni-
tive load of such an exercise is higher than
in a crowdsourcing set-up (e.g. Lesterhuis
et al., 2017).

The time required to complete such a



Group 1 min max Group 2 min max Group 3 min max

L2 speakers 36 3 164 38 6 260 44 3 227
L2 prof. 41 13 43 26 14 44 24 14 44
CEFR exp. 32 28 39 34 23 41 36 21 60

Average 36 32 34

Table 9: Average number of seconds per task and group

Group 1 (interjections) Group 2 (verbs) Group 3 (adverbs)
CS Direct CS Direct CS Direct

Expert 1 217 ≈ 90 225 ≈ 90 148 ≈ 90
Expert 2 155 ≈ 15 129 ≈ 15 117 ≈ 15
Expert 3 156 ≈ 20 199 ≈ 20 327 ≈ 20

Table 10: Observed (crowdsourcing, CS) and reported (direct) times for experts for the two
modes of annotation, in minutes

crowdsourcing experiment depends on the
number of items that make up the exper-
iment. Thus, for 20 items and 4 items
per task, if one calculates with a mean
response time of 30 seconds per task, it
would take three crowdsourcers approxi-
mately 18 minutes each if one were to col-
lect three votes per task.12 Figure 8a shows
the number of combinations in the exper-
iment when varying the number of items
from 20 to 60 in increments of 5. Figure
8b shows the amount of time it would take
each person on average to complete the
project under the above constraints. It can
be noted that there seems to be a curvi-
linear relationship between the number of
items and the number of combinations;
this relationship would be exponential if it
were not for the redundancy-reducing al-
gorithm used. If one looks at the time per
person in relation to the number of items,
the relation seems to mimic the relation
between number of items and number of

12If one wants to collect three votes per task,
the minimum required number of participants is
three, as no (registered) participant will be shown
the same task twice.

combinations. Further, doubling the num-
ber of crowdsourcers (from 3 to 6) leads to a
reduction of time per crowdsourcer by half:
for 20 items and 4 items per task with a
mean response time of 30 seconds per task,
it would take six crowdsourcers approxi-
mately 9 minutes each if one were to col-
lect three votes per task.
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Figure 8: Number of combinations and time per person with varying number of items

7 Discussion
Among the burning questions in emerg-
ing crowdsourcing projects – within the
domain of language learning – the three
methodological questions below remain
the most important at the current stage of
development:

1. Who can be the crowd – with regards
to the background of crowdsourcers?

2. How can reliable annotations be
achieved with regards to design,
number of answers and number of
contributors? and

3. How should the the results be inter-
preted with regards to both research
and practice?

The biggest gap that we have tried to
fill with this study concerns the first (1)
question, i.e. whether crowdsourcing as
a method in language learning – within a
limited domain of L2 resource annotation
– could be used without explicit control for
the background of the crowd.

Our results convincingly show that
non-experts can perform on par with ex-
perts. We have seen that crowds with dif-
ferent backgrounds agree very well with

each other, in comparison to previous re-
search where CEFR raters of essays have
o�en reached fairly low agreement. In
fact, a mixed background crowd reaches
“average” rankings faster. Note here that
these conclusions are true of annotation
carried out in a comparative judgment or
best-worst scaling se�ing whereas previous
work on essay rating has been done based
on scales such as the CEFR-scale similar
to our direct-labeling experiment with the
CEFR-experts. To further confirm our find-
ings, similar experiments need to be re-
peated for other languages, for other types
of problems (e.g. annotation of texts for
di�iculty/readability), and for other sub-
problems of a given problem (e.g. anno-
tation of single vocabulary items for dif-
ficulty). Similar conclusions have been
made in projects within citizen science,
among others by Kullenberg and Kasper-
owski (2016) where the experimental setup
was not necessarily “comparative” in char-
acter. This leaves room for further experi-
mentation.

In relation to question (2) the reliability
of annotations, we have seen how the de-
sign of an annotation task influences the
results. Clearly, a more traditional method



of annotation – using expert judgments
– compares negatively to crowdsourced
comparative judgments/best-worst scaling
rankings. We have seen that experts do not
agree with themselves when using compar-
ative judgments versus categorical judg-
ments, whereas the comparative judgment
se�ing leads to homogeneous results be-
tween all groups of crowdsourcers regard-
less of their background, as shown in Sec-
tion 2. According to Hovy and Lavid (2010)
reliability of annotation of language re-
sources has two types of major conse-
quences, namely theoretical ones for shap-
ing, extending and re-defining theories,
and practical ones for use in the class-
rooms, but also in teaching and assessment
practices. Unreliably annotated data can
lead to biased – if not erroneous – theo-
retical conclusions and generalizations, as
well as influence teaching and assessing
practices in unwanted ways, as discussed
among others in Carlsen (2012).

The above-stated theory–practice di-
chotomy can be traced down to the pro-
ficiency dimension of the MWE items in
our experiment. On the one hand, the
ranked list represents Multi-Word Expres-
sions according to their di�iculty from the
learner’s point of view and can thus be as-
sumed to reflect stepwise development of
their phraseological competence, which is
of immediate interest to theoretical studies
on L2 development. On the other hand, the
scale represents perceptions of L2 profes-
sionals and – hypothetically – reflects their
reasoning about what to teach/assess and
in which order to do so based on their prac-
tical experience from teaching and assess-
ing language learners, and has an immedi-
ate relevance for practical applications in
“real life”, including use in automatic so-
lutions for language learning. It is very
encouraging to see that the two perspec-
tives (theoretical-developmental and prac-
tical) produce similar results and are so

much in agreement with each other. How-
ever, this harmony can be observed only as
long as we view vocabulary development as
a continuum as opposed to groups of items
belonging to one of a number of categorical
proficiency levels.

In fact, both dimensions – theoreti-
cal and practical – are equally important.
To understand how to teach and what to
teach (practical dimension), we need to un-
derstand how learning is happening and
(among others) observe which linguistic
and cognitive aspects develop and in which
order. While the produced scales give us
material to study development of phrase-
ology from a theoretical point of view, it
is not obvious how to apply these scales
to practical use (question (3) above) in
teaching, assessment and Intelligent CALL,
where categorical representations of profi-
ciency are more customary and readily ap-
plicable. There are no indications in our
crowdsourcing results as to where to draw
the line between one level of proficiency
and the other. We are not unique in facing
these troubles, even though in other areas
it can be a vice versa case:

A weakness in this line of work
is that SLA researchers have
most o�en chosen to treat pro-
ficiency as a categorical vari-
able and then have assessed
mean di�erences in complex-
ity values across proficiency
groupings. Yet, this prac-
tice of converting interval vari-
ables (i.e. individual profi-
ciency scores of some kind)
into categorical ones (i.e. par-
ticipants grouped by nominal
proficiency levels) has always
been criticized by statisticians
because it discards much use-
ful information. More specif-
ically, it does away with the



variance of continuous scores
and leads to unreliability and
increased likelihood of Type II
errors (e.g. Troncoso Skidmore
and Thompson, 2010), that is,
the problem of failing to de-
tect a di�erence, relationship,
or e�ect that is in fact present
because of some psychometric
methodological problem, such
as lack of power or (in the
case at hand) lack of variance
in the observations. It would
be profitable in future work,
therefore, to accumulate evi-
dence from designs where both
complexity and proficiency are
treated as interval scales.

(Ortega, 2012, p. 131)

This is a current challenge that needs
to be addressed in the future (e.g. Paquot
et al., 2020). Proficiency levels are always
rather arbitrary (Hulstijn et al., 2010) as is
also noted by the authors of CEFR (Council
of Europe, 2001) who caution that “any at-
tempt to establish ‘levels’ of proficiency is
to some extent arbitrary, as it is in any area
of knowledge or skill. However, for practi-
cal purposes it is useful to set up a scale of
defined levels to segment the learning pro-
cess for the purposes of curriculum design,
qualifying examinations, etc.” (p. 17). To
summarize this part of the discussion, we
view our results as a strong argument for
treating vocabulary development as a con-
tinuum, while we also recognize the need
to establish ways to partition vocabulary
by levels of proficiency where these items
can be taught.

On the practical side of crowdsourcing,
our results show that a good and reliable
agreement within a mixed crowd can be
reached with two to three votes per task
by at least three di�erent voters. Consider-
ing these results, it might be interesting to

use the same methodology for essay grad-
ing, especially since results from various
experiments which have looked at inter-
rater agreement in marking essays accord-
ing to categorical proficiency levels have
been less promising (cf Carlsen, 2012; Dı́ez-
Bedmar, 2012).

One of the limitations of the current
setup lies in the use of the combinato-
rial algorithm which we apply to calcu-
late the task pairings. As stated, we only
achieve 77% non-redundant combinations,
which means that certain pairs of expres-
sions are included more than once and
thus get more votes than other combi-
nations, which might skew the picture.
More involved statistical methods such as
balanced incomplete block design (BIBD)
(Yates, 1936) can be used to circumvent this
problem. However, such methods impose
hard constraints on the number of items
and the number of items per task and not
all combinations of number of items and
items per task are able to satisfy these con-
straints. To the best of our knowledge,
there exists no solution to the BIBD con-
straints for 60 items with 4 items per task.

The two methods of annotation –
crowdsourcing by unknown crowd versus
annotation by approved experts – have dif-
ferent dimensions of pros and cons. Here
we have seen that time versus reliability
can outweigh each other. In addition, one
needs to consider that when using crowd-
sourcing, one has li�le control over the par-
ticipant group and the time. Hence, nei-
ther method is superior on all accounts,
but both are appropriate as long as one is
aware of their weaknesses and strengths.
If one is able to pay CEFR experts, one
may get faster results. However, as seen
in this study, one would need a large num-
ber of experts to reach consensus. Thus, ex-
pert knowledge can be fast and reliable if
a large enough number of experts is con-
sulted, to counteract the bias of individual



subjective opinions, but it is also expensive.
If one does not have access to experts for
various reasons, one can use crowdsourc-
ing as an alternative to derive a relative
ranking of expressions. The resulting rank-
ing is similar regardless of whether one
uses non-experts or experts, thus one may
be able to realize such an experiment with
non-experts only. In contrast to using ex-
perts for direct annotation, crowdsourcing
is cheap however it takes longer time, both
regarding the implementation and the ac-
tual crowdsourcing phase. Furthermore,
with the set up we have chosen, one does
not get concrete CEFR levels but rather a
relative ranking. This data can, however,
potentially be partitioned into more or less
discrete proficiency levels by various tech-
niques, should one desire to do so. The ex-
ploration and experimentation in this di-
rection is future work.

8 Conclusion
In this study, we asked whether it influ-
ences the results in a crowdsourcing exper-
iment aimed at ranking MWEs by di�iculty
if crowdsourcers are experts (L2 Swedish
professionals) or non-experts (L2 Swedish
learners / speakers). We set up di�erent
crowdsourcing experiments for the di�er-
ent target groups so as to be able to com-
pare the results of di�erent groups. The
presented experiment suggests that it does
not ma�er for this type of experiment if
the crowdsourcer is an L2 speaker or an
L2 professional, as the results produced
by L2 speakers of Swedish, teachers of
Swedish and CEFR experts are highly cor-
related. Concerning the design of the an-
notation task, we have convincingly shown
that comparative design is a winner in con-
trast to explicit labeling: one does not need
to have recourse to expert knowledge, and
the results are much more homogeneous.

Furthermore, we explored how the
number of votes influences the results and
we found that with only two votes, the
di�erence in results on a scale 1-60 is in-
significant in comparison to three votes.
Additionally, we found that sampling from
a mixed-background group tends to pro-
duce more stable results. Indeed, using
a mixed crowd produces results similar to
results obtained from only expert anno-
tations. This finding can further speed
up crowdsourcing projects, since one can
gather data with only one experiment in-
stead of having to set up three distinct ex-
periments for each target background. We
also found that L2 proficiency, as measured
by L2 professionals, does seem to correlate
with L2 development, collected through in-
tuitive judgments by L2 speakers.

These findings suggest that crowd-
sourcing might be a viable method to cre-
ate a ranking of expressions by di�iculty
even in the absence of gold standard data.
Our results suggest that there is a strong
incentive in exploring crowdsourcing for
other languages (if ge�ing a scale is suf-
ficient). For any new language and new
item combination, we would suggest that
the best-worst method be applied. There
are reasons to believe that having strong
“anchor words” for levels, i.e. words for
which one knows the level with reasonable
certainty, among the data can help cre-
ate clusters around those with suggestions
where to draw the line between one level
and another, if there is a need for the ped-
agogical, assessment, CALL or other uses.

Future studies could investigate
whether the same methodology pro-
duces the same results when applied
to, for example, single word expressions
or essays. Another direction for future
research, as shortly mentioned above,
might be how to partition an unordered,
unlabeled set of expressions into di�erent
proficiency levels based, for example, on



clustering results. This might be achieved
by adding certain anchor expressions to
the experiment, i.e. expressions of which
one knows with a su�icient degree of
certainty their true label (i.e. target level).
As a possible starting point, one could take
the easiest and the hardest expressions
overall from a ranking experiment such
as the one presented, as the agreement
at the extremes (very easy and very hard
expressions) tends to be much higher than
in the middle of the scale. Further, one
might want to investigate how core and
peripheral vocabulary can be identified
based on di�erent kinds of annotations.
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uschwitz, Mathieu Lafourcade, and
Massimo Poesio. 2013. Using games to
create language resources: Successes
and limitations of the approach. In The
People’s Web Meets NLP, pages 3–44.
Springer.

Chamberlain, Jon, Massimo Poesio, and
Udo Kruschwitz. 2008. Phrase detec-
tives: A web-based collaborative anno-
tation game. In Proceedings of the Inter-
national Conference on Semantic Systems
(I-Semantics’ 08), pages 42–49.

Chomsky, Noam and Morris Halle. 1965.
Some controversial questions in phono-
logical theory. Journal of linguistics,
1(2):97–138.

Chrzan, Keith and Megan Peitz. 2019. Best-
Worst Scaling with many items. Journal
of choice modelling, 30:61–72.
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Branislava Šandrih, Rina Zviel-Girshin,
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