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Abstract The caused-motion construction (CMC, “She sneezed the foam off her cappuccino”) is one of the most well-studied con-

structions in Construction Grammar (CxG). It is a prime example for describing how constructions must carry meaning, as otherwise

the fact that “sneeze” in this context takes two arguments and causes motion cannot be explained. We form the hypothesis that this

remains challenging even for state-of-the-art Large Language Models (LLMs), for which we devise a test based on substituting the

verb with a prototypical motion verb. To be able to perform this test at a statistically significant scale, in the absence of adequate

CxG corpora, we develop a novel pipeline of NLP-assisted collection of linguistically annotated text. We show how dependency

parsing and LLMs can be used to significantly reduce annotation cost and thus enable the annotation of rare phenomena at scale.

We then evaluate OpenAI, Gemma3, Llama3, OLMo2, Mistral and Aya models for their understanding of the CMC using the newly

collected corpus. We find that most models struggle with understanding the motion component that the CMC adds to a sentence.

1 Introduction

(1) She sneezed the foam off her cappuccino.

(2) They laughed him off the stage.

These are two examples of the caused-motion construc-

tion (CMC) inwhich the verb behaves unusually: sneeze
and laugh typically do not take multiple arguments, nor

do they typically convey that something was moved by

sneezing/laughing. This poses a challenge to any naive

form of lexical semantics: it would not make sense for

someone writing a dictionary to include, for each in-

transitive verb, the meaning and valency of the CMC.

Almost any verb can appear in the CMC as long as

we can imagine a scenario in which the action it de-

scribes causes motion. The fact that humans easily un-

derstand the CMC showcases a main feature of Con-

struction Grammar (Croft, 2001; Goldberg, 1995): the

meaning is attached to the construction itself, and not

the verb. Putting the verb into this construction adds

the new meaning and valency. This is one reason that

constructions pose a challenge to Large LanguageMod-

els (LLMs), as they would have to learn to attach the

meaning to this construction and retrieve it when nec-

essary. Its extreme rarity and productivity makes it im-

possible to memorise all instances and memorisation

would not be sufficient because themeaning shift to the

verb is creative and is influenced by the specific context.

The research questions of this paper therefore are:

Have LLMs learned the meaning of the CMC and how

canwe construct the resources needed to determine the

status of CMC in LLMs?

We first address the second question, of collecting

data for this at scale. This is challenging for several rea-

sons. First, the CMC is a very rare phenomenon. Sec-

ond, we are mostly interested in instances that are non-

prototypical, i.e., where the verb does not typically en-

code motion, unlike e.g. ‘kick’ or ‘throw’. Third, this

construction cannot be automatically identified using

only syntactic criteria: words might be in the correct

syntactic slots required by the CMC, but not create a

CMC reading if the semantics of the sentence do not fit.

For example, “I would take that into account” is struc-

turally identical to the examples above, but nothing is

moving.

This shows that there is a crucial semantic compo-

nent. The rarity makes it very costly to manually sift

through a corpus to collect a dataset of the CMC, while

the semantic complexity makes it infeasible to do so

fully automatically.

In this way, we consider the CMC exemplary of rare

phenomena of language that have been largely set aside

in Computational Linguistics and in recent evaluation

of LLMs in particular. This may be due to them being

considered the periphery of language, rather than the

core (Chomsky, 1993), or simply due to the described
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difficulty in finding appropriate data to investigate both

the phenomena and their representation in LLMs. How-

ever, it is our point of view that as the performance of

suchmodels increases across the board, it is vital to turn

to “edge cases” to accurately identify performance gaps.

This is particularly important as rare phenomena may

be indicators of systematic underlying problems of an

NLP paradigm.

To study rare phenomena, we need natural data for

them at scale. To this end, in section 3 we propose a

novel annotation pipeline that combines dependency

parsing with the use of LLMs. The aim of our pipeline is

to minimise the cost of running the LLM and compen-

sating human annotators, while maximising the num-

ber of positive, manually verified, linguistically diverse

instances in the dataset.

After creating our corpus, we now return to our

aim of evaluating state-of-the-art LLMs for their under-

standing of the CMC, as an example of a semantically

challenging “edge case”.

In Section 4, we therefore develop a test for differ-

ent LLMs’ understanding of the CMC, by giving an in-

stance and asking if the direct object is physically mov-

ing. We then replace the verb (e.g., “sneeze”) by a proto-

typical one that always encodes motion (e.g., “throw”)

and ask the model again if the direct object is mov-

ing. We expect models that do not fully understand the

CMC to fail to consistently answer both questions with

“yes”. We observe that models struggle with this task to

varying degrees.

We make three main contributions:

• We propose a hybrid human-LLM corpus con-

struction method and show its effectiveness for

the CMC, an extremely rare phenomenon. We

discuss how our design and our guidelines can be

applied to data collection needs for other linguis-

tic phenomena.

• We release a corpus of manually verified in-

stances of the CMC of 500 sentences.
1

• We evaluate different sizes of Llama3, Gemma3,

OLMo2, Mistral, Aya, and OpenAI models on

their understanding of the CMC and find that

most models struggle.

2 Related Work
Evaluation of LLMs’ Understanding of Construc-
tions. Tayyar Madabushi et al. (2020) conclude that

BERT (Devlin et al., 2019) can classify whether two

sentences contain instances of the same construction.

1
Code and data are provided on https://github.com/

LeonieWeissweiler/CausedMotion

Tseng et al. (2022) show that LMs have higher predic-

tion accuracy on fixed than on variable syntactic slots

and infer that LMs acquire constructional knowledge

(i.e., they understand the “syntactic context” needed

to identify a fixed slot). Weissweiler et al. (2022) find

that LLMs reliably discriminate instances of the English

Comparative Correlative (CC) from superficially similar

contexts. However, LLMs do not produce correct infer-

ences from them, i.e., they do not understand its mean-

ing.

Zhou et al. (2024) evaluate LMs’ understanding of

the causal excess construction by contrasting it with

two constructions of similar structure, and using the

LMs’ ability to distinguish between them as a proxy

for measuring their understanding. They find that even

large models like GPT-4 perform poorly on this. By

contrast, Rozner et al. (2025a), using the same dataset

among others, investigate smaller masked language

models. They do not test understanding but rather

probe the internal representations of the output layer

to recover systematic differences between the construc-

tions, showing that distinguishing between them is pos-

sible. Rozner et al. (2025b) repeat this experiment with

BabyLM models and find that even they are capable

of picking up many constructions, providing valuable

evidence about construction learning with developmen-

tally plausible amounts of data.

Bonial and Tayyar Madabushi (2024) compile a cor-

pus of examples from several constructions, includ-

ing the 52 caused-motion sentences collected from the

Abstract Meaning Representation (AMR) dataset (Ba-

narescu et al., 2013). They evaluate GPT-4 and GPT-

3.5 on their ability to pick out three caused-motion

sentences from among a larger set, and find that per-

formance does not exceed 60%. However, it should

be noted that this was metalinguistic prompting, rely-

ing on a model’s understanding of the term ‘caused-

motion’, which many humans may also be unfamiliar

with.

Most related to this work, Li et al. (2022) probe for

LMs’ handling of four Argument Structure Construc-

tions (ASCs): ditransitive, resultative, caused-motion,

and removal. They adapt the findings of Bencini and

Goldberg (2000), who used a sentence sorting task to

determine whether human participants perceive the ar-

gument structure or the verb as the main factor in the

sentence meaning. They find that, while human partic-

ipants prefer sorting by the construction more if they

are more proficient English speakers, language models

show the same effect in relation to training data size.

In a second experiment, they then insert random verbs

that are incompatible with one of the constructions,

and measure the Euclidean distance between the verbs’

contextual embedding and that of a verb that is pro-

totypical for the construction. They demonstrate that
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Figure 1: Flowchart of our annotation pipeline. For details of each step refer to §3.

construction information is picked up by the model, as

the contextual embedding of the verb is brought closer

to the corresponding prototypical verb embedding.

Mahowald (2023) investigates GPT-3’s (Brown et al.,

2020) understanding of the English Adjective-Article-

Numeral-Noun construction (AANN), assessing its

grasp of the construction’s semantic and syntactic con-

straints. Utilising a few-shot prompt based on the

CoLA corpus of linguistic acceptability (Warstadt et al.,

2019), he creates artificial AANN variants as prob-

ing data. GPT-3’s performance on the linguistic ac-

ceptability task is found to align with human judg-

ments across most conditions. More recently, Misra

and Mahowald (2024) investigate the same construc-

tion for smaller models trained on the BabyLM corpus

(Warstadt et al., 2023) and show how its learning is sup-

ported by more frequent, smaller constructions. In a

similar vein, Scivetti et al. (2025) investigate how well

BabyLM size models acquire the let-alone construction.

Linguistic Annotation with LLMs Since the re-

lease of ChatGPT, numerous papers have proposed to

use it or similar LLMs as an annotator. Gilardi et al.

(2023) find that ChatGPT outperforms crowd-workers

on tasks such as topic detection. Yu et al. (2023) and

Savelka and Ashley (2023) evaluate the accuracy of GPT-

3.5 and GPT-4 against human annotators, while Kop-

tyra et al. (2023) annotate a corpus of data labelled for

emotion by ChatGPT, but acknowledge its lower accu-

racy compared to a human-annotated version. In the

area of Construction Grammar, Torrent et al. (2023) use

ChatGPT to generate novel instances of constructions.

Most related to our work are papers that propose

a cooperation between the LLM and the human anno-

tator. Holter and Ell (2023) create a small gold stan-

dard for industry requirements by generating an ini-

tial parse tree with GPT-3 and then correcting it with

a human annotator. Pangakis et al. (2023) investigate

LLM annotation performance on 27 different tasks in

two steps. First, annotators compile a codebook of an-

notation guidelines, which is then given to the LLM as

help for annotation, and then the codebook is refined

by the annotators in a second step. However, they find

little to no improvement from the second step. Gray

et al. (2023) make an LLM pre-generate labels for legal

text analytics tasks which are then corrected by human

annotators, but find that this does not speed up the an-

notation process.

In contrast, our work proposes a hybrid human-

LLM pipeline that minimizes the cost of dataset cre-

ation. We emphasise prompt design and engineering,

a critical factor in effective use of LLMs.

Computational Approaches to Argument
Structure Constructions. In addition to the prob-

ing work discussed above, ASCs have also been

studied from a computational perspective. Kyle and

Sung (2023) leverage a UD-parsed corpus as well as

FrameNet (Fillmore et al., 2012) semantic labelling to

annotate a range of ASCs.

Hwang and Palmer (2015) identify CMCs and four

different subtypes based on linguistic features. Some of

these are automatically generated, but others are gold

annotations. This limits the applicability to large, unan-

notated corpora.

Hwang and Kim (2023) conduct an automatic anal-

ysis of constructional diversity to predict ESL speakers’

language proficiency. Similar to our first filtering step,

they perform an automatic dependency parse and then

identify a range of constructions, including the CMC,

using a decision tree built on the parse. They do not

employ any further filtering.

3 Data Collection

Concept of the CMC In collecting a dataset of CMC

instances, we must first find a working definition of

the CMC to guide our automatic and manual annota-

tion. While we base our definition on that of Goldberg

(1992), we also restrict it further to include only sen-

tences in which the object is physically moving. This

is not meant as a universal definition of the CMC, but

rather as one that suits the needs of our project, as

we later ask LLMs if the direct object is moving and

where. We therefore make no definitive statement as

to whether metaphorical movement (I laughed myself
off the chair), the electronic movement of data (I sent
him an email), or movement involving a metaphysical

location (She sneezed herself out of existence) constitute

Northern European Journal of Language Technology 29Vol. 11, 2025



Hybrid Human-LLM Corpus Construction and LLM Evaluation for the Caused-Motion Construction

instances of the CMC.

Data Collection Pipeline Our aim is to investigate

how well the caused-motion construction is learned

by LLMs, for which we require a dataset of caused-

motion sentences, which should be natural and there-

fore sourced from text. The simplest version of this

would be to have human annotators sift through a

corpus and extract all caused-motion sentences. This

would be very expensive, as we assume caused-motion

sentences to be quite rare. On the other hand, they

are so semantically complex that we cannot simply use

automated filtering, e.g. based on dependencies. We

therefore propose a hybrid approach combining linguis-

tic resources, an LLM, and an expert annotator.

Our key idea is that data collection will proceed

in a pipeline, where a corpus is first filtered using de-

pendency parsing and the syntactic constraints of the

CMC, the output set of sentences is further filteredwith

prompt-based classification using an LLM, and the sen-

tences which it labels as positive are then manually an-

notated by a human. Each step in the pipeline is meant

to further concentrate the rate of instances in the cor-

pus that will then be manually annotated, therefore re-

ducing total annotation effort.

The main cost of data collection is the cost of the

LLM API and for human annotators. We assume that

any expenses for linguistic resources and the computa-

tional infrastructure (not relevant to running LLMs) at

our disposal are negligible in comparison. Our aim is to
minimise the cost for the LLM and annotators while max-
imising the number of positive, manually verified, diverse
instances.

We propose a way of computing the cost for this

problem setting and a pipeline for producing a novel lin-

guistic resource while minimising cost.

Our main goal is to minimise the cost per confirmed

CMC sentence; however, we also have a secondary goal:

the final set of sentences should be diverse. Regardless

of the specific goals of the linguistic researcher, it is un-

likely that they would be served by a set of sentences

that do not represent the true diversity of the CMC. Ex-

treme cost-minimising measures – such as making the

dependency filtering rules described in §3.1 too strict

or asking the LLM to provide examples of the CMC –

would therefore be counterproductive.

The baseline here is to take an annotator, give them

a corpus, set them on the task of reading through it

and marking all sentences that contain instances of the

CMC. As the corpus contains very few true positives,

this would be highly costly. We therefore turn to de-

pendency parsing with spaCy (Honnibal et al., 2020) for

prefiltering. We select the reddit corpus (Baumgartner

et al., 2020), with the motivation that it will contain a

high rate of creative language usage, aiding our goal

class PR RE F1 n

True 79.76 97.10 87.58 69

False 75.00 26.09 38.71 23

Avg 77.38 61.59 63.15 92

Table 1: Accuracies of the dependency filtering based

on the total set of positive and negative instances from

Goldberg (1992). We focus on maximising Recall (RE)

of the True class, to minimise the number of potential

CMC sentences that are lost before human annotation,

achieving 97%.

of finding as many non-prototypical CMC instances as

possible.

3.1 Step 1: Dependency Parsing
Figure 1 shows our pipeline. In the first step, we

dependency-parse the corpus and apply a pattern to fil-

ter out all sentences that, with high likelihood, are not

instances of the phenomenon.

For this dependency annotation, we could rely on

annotated treebanks such as Universal Dependencies

(de Marneffe et al., 2021). But to find a diverse and

sufficiently large set of instances, particularly in lan-

guages other than English, available treebanks may not

be large enough for the rare phenomenon that we are

targeting.

We therefore turn to automated dependency pars-

ing to annotate large amounts of data, which we can

run by using minimal computational resources without

the need for GPUs.

After dependency parsing, we want filters that pre-

serve the diversity of the found sentences. We there-

fore design subtree filters that preserve recall above all

else. This is especially advisable as parsing will lead to

some parsing errors that we want to be tolerant of, and

as CMC sentences are rare, they are more likely to be

parsed incorrectly.

To design the pattern, we start with a list of gold

instances taken from Goldberg (1992), which we parse

with the spaCy toolkit.
2

The instances are positive

and negative examples for the CMC. On the basis of

their dependency parses, we develop dependency con-

straints as a filter for our dependency-parsed sentences.

Specifically, we iterate over the verbs in a sentence,

then look for a direct object or a recursive dependent

of the direct object, e.g. an adjective, immediately fol-

lowing the verb. In the position immediately following,

we check for an adposition, while taking into account

that it may comprise several tokens. We do not impose

constraints on the dependency between adposition and

2
version 3.2.0
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prepositional object, as we have found these to be espe-

cially vulnerable to parsing errors. We then look for a

pobj-dependent of this adposition.

She sneezed the foam off the cappuccino

verb noun → adp noun

dobj pobj

We design the subtree to optimise recall with rea-

sonable precision, following the overall goal of losing

as few sentences as possible in the pipeline to maximise

final dataset diversity.

We then evaluate its recall and precision on this

small development set, comprising the total sum of pos-

itive and negative CMC instances given in Goldberg

(1992), and report on the results in Table 1. Our filter

achieves 97.10 % recall for true CMC instances, minimis-

ing the number of sentences lost in this step.

This filtering step also allows us to extract the loca-

tion of the potential CMC instance and its parts as a

side product of the filtering step: We extract the sen-

tence, the lemmatised verb, direct object, preposition,

and prepositional object, as well as their positions in

the sentence.

3.2 Step 2: Selection of Sentences for
Classification

Given that we now have a lot of dependency-filtered

data and limited resources for classification, we want

to select the optimal set of sentences for this classifica-

tion, in order to optimise several criteria for our final

dataset. As the dataset will form a challenging evalua-

tion set for LLMs, themost important of these criteria is

that the dataset contains as many verbs as possible that

do not usually contain motion. Even though we con-

sider sentences like “I throw the ball” instances of the

CMC, they would not challenge a model’s understand-

ing, as “throw” already encodes motion. As a proxy for

this, we sort verbs by how frequently they are used in-

transitively, with the idea that these would make for

less prototypical CMC sentences.

We compute statistics about the verbs with UD.

Specifically, we merge the English treebanks EWT (Sil-

veira et al., 2014), GUM (Zeldes, 2017), GUM reddit (Be-

hzad and Zeldes, 2020), LinES (Ahrenberg, 2007), part-

TUT (Sanguinetti and Bosco, 2015), PUD (Zeman et al.,

2017), and GENTLE (Aoyama et al., 2023), and then for

each verb, we compute the ratio of how often that verb

has an object. We then go through the dependency-

filtered dataset from the last step and sort by this ratio.

This has the added benefit of removing verbs that never

appeared in UD as lemmata, which removes noise from

the reddit dataset.

3.3 Step 3: Prompt-based Few-shot Clas-
sification with an LLM

Goals Even after dependency-based filtering, the pos-

itive instances would still be very rare in the output, and

it is therefore not feasible that the output is directly an-

notated by a human. We therefore introduce a further

filtering step with an LLM to “concentrate” the positive

instances even more, i.e. we want the LLM to remove

most negative instances while keeping as many posi-

tive instances as possible. The remaining data can then

be cost-effectively annotated by the human annotator.

The aim is to reduce the cost per instance (i.e., cost per

true positive, TP) as much as possible.

There are two components of the cost: the cost of

querying the LLM and the cost of human annotation.

Our two key ideas are:

• We consider the two costs jointly and optimise the

pipeline for overall lowest cost per TP.

• Design and selection of the prompting setup (includ-

ing the prompt, the choice of model, howmany times

it’s run, etc.) used with the API is a major determi-

nant for the cost of the pipeline. We propose a work-

flow for creating effective prompting setups.

A particular prompting setup may require many to-

kens in total, thereby incurring a higher API cost. But it

may also have high accuracy, thereby reducing the cost

of human annotation. We jointly consider both cost

components when designing and selecting prompting

setups.

Development Set For creating the development set

𝑉 , we manually annotate 500 (183 positive, 317 nega-

tive) sentences from the output of the dependency fil-

tering step. To ensure that 𝑉 is both diverse and rel-

evant, we group the prefiltered dataset by verb, and

starting with the highest-frequency verbs, take at most

5 positive and 5 negative sentences from every verb,

where no preposition appears twice in either the pos-

itive or the negative sentences selected. We choose 25

shots from each class to be included as examples in the

prompt, which are not used for 𝑉 .

Minimising the cost per true positive Given this

development set, let 𝐽 (𝐶HR,𝐶API, 𝑖) be the cost per true
positive where 𝐶HR is the human annotation cost per

sentence,𝐶API is the cost of processing an input/output

token with the API and 𝑖 (for instruction) is a prompting

setup. We can then estimate 𝐽 (𝐶HR,𝐶API, 𝑖), the cost per
true positive, as follows:

𝐶API𝑡 (𝑉 , 𝑖) +𝐶HR (TP(𝑉 , 𝑖) + FP(𝑉 , 𝑖))
TP(𝑉 , 𝑖) (1)
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Sent’s to Annotate Total Cost

P Details Prec. Rec. LLM Human API 𝐶HR=$.002 𝐶HR=$.006 𝐶HR=$.5

1 Base (4o-mini) 0.486 0.582 3535 1719 0.01 3.46 10.3 860

2 1 + repeat sentence with json 0.459 0.656 3320 1524 0.04 3.13 9.2 762

3 2 + reason 0.470 0.662 3217 1512 0.07 3.15 9.2 756

4 3 + structured information 0.648 0.621 2483 1610 0.07 3.33 9.8 805

5 4 + sentence 0.519 0.664 2900 1505 0.07 3.13 9.2 753

6 4 + cmc string 0.393 0.462 5507 2167 0.09 4.44 13.1 1083

7 4 + cmc string continuous 0.536 0.681 2744 1469 0.06 3.06 8.9 735

8 6 + sentence 0.536 0.658 2839 1520 0.06 3.15 9.2 760

9 7 + sentence 0.579 0.658 2622 1519 0.06 3.14 9.2 760

10 4 + few shots 0.557 0.600 2990 1667 0.08 3.46 10.1 833

11 10 + explanations 0.694 0.608 2371 1646 0.06 3.39 10.0 823

12 11 + all shots 0.710 0.653 2155 1531 0.07 3.18 9.3 766

13 12 + only 10 samples 0.721 0.714 1943 1402 0.11 3.02 8.6 701

14 12 + only 1 sample 0.552 0.789 2296 1267 0.76 4.17 9.2 635

15 12 + only 5 samples 0.639 0.713 2192 1402 0.19 3.18 8.8 701

16 12 + only 25 samples 0.738 0.678 1998 1474 0.08 3.09 9.0 737

17 14 + new few-shots 0.552 0.789 2296 1267 0.76 4.17 9.2 635

18 17 + alternating shots 0.588 0.805 2114 1243 0.70 4.04 9.0 623

19 17 + grouped shots 0.448 0.796 2803 1256 0.93 4.53 9.6 630

20 19 + majority vote 0.486 0.840 2449 1191 2.44 7.97 12.7 601

21 19 on o3-mini 0.913 0.856 1280 1168 4.91 13.83 18.5 595

22 21 + 100 samples 0.760 0.874 1506 1144 0.67 3.90 8.5 574

23 21 + 250 samples 0.820 0.806 1513 1240 0.52 3.64 8.6 621

24 21 + 50 samples 0.803 0.865 1440 1156 0.80 4.20 8.8 580

25 21 + 25 samples 0.798 0.864 1451 1158 0.83 4.27 8.9 581

26 24 + majority vote 0.803 0.891 1397 1122 2.42 8.13 12.6 567

27 24 on 4o 0.814 0.837 1467 1195 0.75 4.10 8.9 599

28 24 - sentence 0.787 0.878 1447 1139 0.75 4.07 8.6 571

29 27 - sentence 0.803 0.821 1516 1218 0.54 3.65 8.5 610

30 28 - reason 0.803 0.891 1397 1122 0.70 3.96 8.4 563

31 29 - reason 0.760 0.790 1667 1266 0.60 3.82 8.9 634

32 22 on o1 0.880 0.920 1235 1087 5.79 16.72 21.1 558
33 32 + 50 samples 0.891 0.916 1226 1092 7.10 19.94 24.3 564

34 33 + majority vote 0.869 0.952 1209 1050 22.30 60.10 64.3 583

- Human only - - - 2732 0.00 5.46 16.4 1366

Table 2: A comparison of all prompting setups for different values of 𝐶HR. P = Prompting Setup. We give numbers

(sentences that need to be annotated by LLM/human) for a scenario in which the desired size of the final resource

(output of pipeline when applied to the raw corpus) is 𝑁 = 1000. The human baseline depends solely on the rate of TPs

(which is higher here than for the raw corpus to be processed by the pipeline as the development set contains more

positive instances). The different values of𝐶𝐻𝑅 were chosen to highlight the different scenarios in which the three best

prompting setups, 13, 30, and 32, are each optimal.

where we process the development set using the API

and prompting setup 𝑖 and record: TP(𝑉 , 𝑖), the number

of true positives, FP(𝑉 , 𝑖)), the number of false positives,

and 𝑡 (𝑉 , 𝑖), the sum of the number of tokens input to

the API and the number of tokens returned by the API.

We create a variety of different prompting setups

(where with prompting setup we refer to a combination

of prompt, model, and other configurations like major-

ity voting) 𝑖 and then select our final prompting setup

𝑖′ as the one with the lowest per-TP cost:

𝑖′ = argmin𝑖 𝐽 (𝐶HR,𝐶API, 𝑖)

Determining the size of the input corpus To com-

pile our CMCdataset, we set a target number of TPreq =

292 instances of the CMC, to bring the total up to 500

by later adding the manually annotated positive devel-

opment instances and the positive few-shots. After se-

lecting a prompting setup 𝑖 and determining TP(𝑉 , 𝑖) on
the development set, we can estimate the size 𝑁 of the
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input corpus that will result in a set of TPreq instances

to be output by the pipeline as:

𝑁 := |𝑉 |
TPreq

TP(𝑉 , 𝑖)

Iterative Prompting Setup Development We start

with a simple base prompting setup and iteratively at-

tempt improvements to it. The total cost of this ex-

perimentation was about $22. The full details of all at-

tempted prompting setups are given in the appendix in

Section A. We test four models from OpenAI of those

available in February 2025: 4o-mini, 4o, o3-mini, and

o1. For this experiment, we use sampling with temper-

ature=1.0 and top_p=1.0.
3

During prompt development, we do not have a good

estimation of the human annotator cost, as we will ul-

timately annotate the sentences ourselves. We, how-

ever, assume that 𝐶𝐻𝑅 should be at least $0.001, which

means that we can determine many prompting setup

improvements to be clear improvements and only have

to consider the cost tradeoff for some.

We start with a simple prompting setup that gives

no few-shot examples and asks for sentence IDs and

classifications in a csv codeblock, classifying 50 sen-

tences at a time with 4o-mini. The instruction remains

the same throughout and can be seen in the prompt ex-

ample in Table 3. We achieve straightforward improve-

ments by making the model repeat the sentence (and

therefore giving the output as a json object to avoid

confusion over commas), but not with having 4o-mini

give a reason for its decision. We then try out differ-

ent combinations of giving the entire sentence, only the

substring containing the core CMC, and the structured

information given by the dependency parsing step. We

add few shots and hand-written explanations for our la-

bels for them. We also vary the number of samples, in-

crease the number of few-shots, and reorder them. We

then add majority voting after running each sentence 3

times, and try out different numbers of sentences to be

classified for each prompt. During this process, we also

switch to the more expensive models o3-mini, 4o, and

o1. The final optimal prompting setup depends on the

human annotation cost. In Figure 2, we visualise with

grey vertical lines where one prompting setup “over-

takes” another, meaning the human annotation cost per

sentence where the optimal prompting setup changes.

We then show example total cost figures for three rea-

sonable values in between these change points in Table

2, revealing that the best prompting setups are 13, 30,

and 32, depending on human annotation cost.

As our final prompting setup, we select prompt-

ing setup 30 as it is a good tradeoff between API cost

3
The specific models used were gpt-4o-mini-2024-07-18,

gpt-4o-2024-11-20, o3-mini-2025-01-31 and

o1-2024-12-17.

and human cost.

3.4 Final Dataset Collection
In combination with the 183 positive instances from

the development set, and an additional 25 positive in-

stances from the few shots, we now set out to anno-

tate additional data using our pipeline, to reach a fi-

nal dataset of 500 hand-annotated CMC instances. To

this end, we classify an additional 9,046 sentences with

prompting setup 30, with approximately 3.6 USD in API

costs. 598 of these (6.6%) are classified as positive by

the model. We annotate these by hand, resulting in

292 positive and 396 negative instances, which gives the

prompting setup a precision of 48.83% in practice. We

see the reason for this lower precisionmostly in the fact

that the concentration of true positives was likely much

lower in the data processed here, than in the develop-

ment set, which was chosen to havemany diverse CMC

instances. Examples for sentences in the final dataset

are given in Table 4.

4 Evaluation of LLMs’ Under-
standing of the CMC

4.1 Methods
The goal of our evaluation is to assess different LLMs

for their understanding of the CMC. The performance

reached by the prompts in the data collection phase is

not a suitable measure for this, since it relied on met-

alinguistic prompting and few-shots.

Our LLM evaluation setup in this section differs

from prompting setup evaluation as we do not explicitly

refer to the “caused-motion construction”, but rather

prompt implicitly for the model’s understanding of the

situation described. The key idea is that in a CMC sen-

tence, something is always physically moving, even if

the verb (e.g., “sneeze”) does not indicate this. The dis-

tinction between prototypical vs. non-prototypical in-

stances is crucial here: for prototypical CMC instances

(“throw”, “kick”), the verb already conveys the meaning

component of motion while for non-prototypical CMC

instances (“sneeze”, “laugh”) it does not and the LLM

has to infer the additional meaning component of mo-

tion from the construction.

Our setup is to ask “In the sentence "...", is di-
rect_object moving, yes or no?”. If a model were to an-

swer this with “yes”, we would feel confident that it has

understood the CMC; however, if it answered with “no”,

we could not be sure that the model has failed specifi-

cally in its understanding of the CMC, and not of the

sentence or situation in general. We therefore construct

a control question, for which we replace the verb of the

CMC with the appropriately inflected form of “throw”,
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17 14 + new few-shots
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20 19 + majority vote
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22 21 + 100 samples
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26 24 + majority vote

27 24 on 4o

28 24 - sentence

29 27 - sentence

30 28 - reason

31 29 - reason

32 22 on o1

33 32 + 50 samples

34 33 + majority vote

Figure 2: A comparison of all prompting setups that were considered in development. On the left, the total cost per true

annotated sentence is shown dependent on the human annotation cost, in USD. On the right, prompts are compared

by recall and precision.

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Table 3: An example prompting setup (30)

I crumble them into the bowl one at a time .

I just wept a single tear into my beard .

He hissed air through his clenched teeth .

did people really crane grand pianos to upper floors ?

Gently swirl it into the batter .

Table 4: Examples from the final dataset. Verbs are high-

lighted in green, direct objects in purple, prepositions in

blue, and prepositional objects in red.

and ask the same question again, using the structural

information extracted by the dependency filtering step.

This is intended to test if the model is having a gen-

eral problem understanding the sentence (which would

still be an issue, but not the one we set out to find), or

specifically with the CMC. While the sentence variants

with “throw” are still instances of the CMC, they are

now prototypical ones, which we expect to require no

deeper understanding of the semantics of the CMC, as
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Question Type Example Sentence

original In the sentence ’did people really [crane|throw] grand pianos to upper floors ?’, did pianos really move, yes or no?

original_prep In the sentence ’did people really [crane|throw] grand pianos to upper floors ?’, did pianos really move to floors, yes or no?

medium In the sentence ’People [crane|throw] grand pianos to upper floors .’, do pianos move, yes or no?

medium_prep In the sentence ’People [crane|throw] grand pianos to upper floors .’, do pianos move to floors, yes or no?

short In the sentence ’You [crane|throw] pianos to floors .’, do pianos move, yes or no?

short_prep In the sentence ’You [crane|throw] pianos to floors .’, do pianos move to floors, yes or no?

Table 5: An overview of the prompt formats for LLMs, for the example sentence ‘did people really crane grand pianos

to upper floors?’. For each prompt, the main verb ‘crane’ is optionally replaced with the appropriate form of ‘throw’.

Each question exists once with the direct object and once without. The sentence itself is modified with two stages of

simplification (medium and short).

the verb is behaving in a prototypical and frequently

observed way. We expect that models with no under-

standing of the CMC would answer “yes” both times

only for prototypical instances, and switch from “no”

to “yes” for non-prototypical ones. Models with a per-

fect understanding of the CMC would always answer

“yes”.

As this only covers the most basic element of under-

standing the CMC sentence, the presence ofmotion, we

also expand the evaluation paradigm to also query the

destination of the caused motion. This results in a ques-

tion of the format “In the sentence "...", is direct_object
moving prep prep_obj, yes or no?”. This is a more chal-

lenging version of the question, which will allow us to

test the models on all aspects of the CMC’s meaning.

Some of the sentences in our corpus contain modal

verbs (e.g., I may sneeze the foam off the cappuccino),
questions (e.g. Did you sneeze the foam off the cappuc-
cino?), or other hypotheticals (e.g. I nearly sneezed the
foam off the cappuccino.). Asking if the foam moved off

the cappuccino in any of these sentences should be cor-

rectly answered with ‘no’, or at least with a lengthy ex-

planation, which introduces noise into our evaluation.

We therefore automatically modify each sentence us-

ing the existing dependency parse to form simpler sen-

tences in the present tense and indicative mood, which

we call “medium” sentences. In a more radical edit, we

also form a “short” version, which consists only of the

verb, direct object, preposition, and prepositional ob-

ject, forming a sentence together with a pronoun. This

is meant to evaluate if additional context helps or hin-

ders the models in answering the question. Examples

for all sentence and question types are given in Table 5.

We conduct this experiment on our corpus of 500

hand-annotated sentences. As API-based LLM, we in-

vestigate OpenAI’s 4o-mini (OpenAI, 2022). From the

family of open LLMs, we further choose Llama3 (Tou-

vron et al., 2023) in sizes 8B and 70B from version 3.1,

and 1B and 3B from version 3.2, Mistral 7b (Jiang et al.,

2023), OLMo2 in sizes 7B and 13B (OLMo et al., 2025),

Gemma3 in sizes 1B, 4B, 12B, and 27B (Team et al.,

2025), as well as Aya Expanse 8B (Dang et al., 2024).

Models generate a sentence in response, which we then

parse for versions of “yes” and “no”. We use tempera-

ture 0 for all models, i.e. greedy decoding.

4.2 Results
Figure 3 presents the results in three groups. (i) Green:

the model answers “yes” both times and therefore

demonstrates that it understands the CMC. (ii) Red:

The model answers with “no” for the original sen-

tence but changes its answer to “yes” when the verb

is changed to “throw”, meaning that it does not un-

derstand the CMC. (iii) Grey: Even with “throw”, the

model does not answer correctly that the direct object

is moving. We consider these to be general failures of

the model to understand the instruction, rather than

the CMC specifically.

Indicative Present Sentences On this subgroup, ti-

tled ‘medium’ and ‘medium_prep’ in the plot, perfor-

mance is higher for all models than on the questions

formed with original sentences. This fits well with our

intuition that the original sentences sometimes con-

sider modals and hypotheticals, and can therefore not

straightforwardly be answered with ‘yes’, and we there-

fore consider these to be the main LLM results.

Context-Free Sentences For this minimal version

of the evaluation, models overall perform as well or

slightly worse than for the indicative present variants.

This indicates that the lack of additional context only

minimally hurts model performance, and consequently,

that models were only utilising the context to answer

the question to a small degree.

Destination of CausedMotion If we ask only if the

direct object is moving, we cannot take any model’s ac-

curacy as a direct measure of its understanding of the

entire construction. It is possible that a model might

understand that the direct object is moving in some

way, but not precisely in which direction, and therefore

wouldn’t have entirely captioned the boundaries of the
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Figure 3: Results for each model and evaluation type.

Examples for the evaluation types are given in Table 5.

Correct answers are coloured in green, incorrect in red,

and invalid results in grey.

Neither is it ever going to vibrate itself out of place .

I chop up the bacon and crumble it on top .

Do not squat the bar off the ground .

We thin the weak from the heard .

It rained arrows from the sky at any rate .

Table 6: Examples from the final dataset which were

wrongly classified as negative instances by prompt 30.

Verbs are highlighted in green, direct objects in purple,

prepositions in blue, and prepositional objects in red.

CMC. To test this, we design a second question that in-

cludes the prepositional object, examples for which can

be seen in Table 5, where the question types are suffixed

with _prep.

Across the board, models give fewer correct answers

to these questions than to the ones which do not in-

clude the destination (always directly above in Figure

3). However, the rate of false answers mostly stays the

same or decreases, while the rate of invalid answers

increases, meaning that models are more likely to an-

swer ‘no’ when asked the question, including the des-

tination of ‘throw’. This may indicate that models are

having general trouble interpreting these complex sen-

tences. The pattern holds even when considering the

short_prep category, where nothing else in the sentence

could interfere with the model’s understanding.

Results by Model Comparing different models, we

find that Gemma3 perform best, with the 27B vari-

ant consistently in the range of 90%. The performance

of Llama3 is correlated with model size, while that of

Gemma3 is not. Gemma3 1B stands out in particular

with performance almost rivalling that of the 27B ver-

sion, for unknown reasons. The high performance of

Gemma3 27B indicates that our questions are solvable

for models, but remain a challenge for most of them.

This is further supported by the fact that the only sen-

tence types where this model falls below 90% is in the

original and original_prep categories, which may in-

clude sentences where ‘yes’ is not the correct answer,

as explained above.

4.3 Results on False Negatives

Even though our pipeline to create the test corpus in-

cluded manual verification of all sentences, there is still

a possibility that the automated steps introduced bias,

i.e. mistakenly filtered out a set of sentences that would

have significantly altered the results of our LLM evalua-

tion. To investigate this, we repeat the same evaluation

using specifically the false negatives from our corpus

collection. While it would be infeasible to collect false

negatives from the dependency filtering step due to the
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very low concentration of CMC sentences in raw data,

we can take a sample of the false negatives of the LLM

filtering step simply by using the false negatives from

the development set that we hand-annotated earlier.

With the final prompt 30, this was a set of 36 sentences

that had been hand-annotated as CMC sentences, but

were wrongly missed by the prompt. If the results of

running the LLM evaluation on these were identical to

running it on the entire collected dataset, this would

tell us that the LLM filtering does not systematically

exclude sentences that are more or less challenging for

other LLMs to answer questions about than a random

sample would have been. While we cannot find any ob-

vious patterns in the set of false negatives, we provide

some example sentences from it in Table 6.

We present the results of this in Figure 4. The results

are striking: all models perform significantly worse on

this set of 36 false negatives. Most interestingly, the

largest change is the increase in false answers and de-

crease in invalid answers. This leads us to two conclu-

sions. First, the LLMs overlap in their notion of dif-

ficulty of a CMC sentence: while the false negatives

come from prompt 30, which used GPT-4o, the sen-

tences that it misclassified were not only more difficult

for 4o-mini, but also for all other models. Second, the

results in the previous section, while more robust be-

cause they were based on 500, not just 36 sentences,

overestimated all models’ understanding of the CMC.

Interestingly, the previously best model, Gemma3 27B,

is now rivalled by its much smaller variant, Gemma3

1B, and neither performs as well as on the full dataset.

On the other hand, specifically the short variant, which

are minimal sentences where we do not ask for the des-

tination of movement, were still almost fully solved by

Gemma3 27B. It should also be noted, however, that the

general relative trends between models are very similar

to those of the full evaluation. This control set is, of

course, also not a representation of the true distribu-

tion; it is likely that it represents exactly the most diffi-

cult subset of CMC sentences from an LLM perspective.

Overall, this has shown that while our hybrid

pipeline is not perfect, the evaluation based on it still

shows the general trend that most language models

have large deficits in understanding the CMC, even

though they are slightly underestimated.

5 Conclusion
We have introduced an annotation pipeline aided by de-

pendency parsing and prompting LLMs, which can be

specifically used for phenomena that are so rare that lit-

tle to no corpora have been created, as the human anno-

tation effort would be too great. We have demonstrated

this pipeline on the example of the caused-motion con-

struction, and a corpus of 500 caused-motion sentences.
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Figure 4: Results for each model and evaluation type.

Examples for the evaluation types are given in Table 5.

Correct answers are coloured in green, incorrect in red,

and invalid results in grey.
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We have used the manually annotated corpus to eval-

uate state-of-the-art LLMs for their understanding of

the CMC, and found that many have high error rates

when asked to interpret situations describedwith a non-

prototypical CMC.

We hope that our work will inspire more computa-

tional and corpus-based studies of rare linguistic phe-

nomena. We note that even though prompt engineer-

ing is complex, large gains can be achieved by using

intermediate-complexity prompting setups and basic

knowledge of LLMs. We are confident that further ad-

vances in instruction-tuned LLMs will make the cost-

benefit ratio of incorporating them into this hybrid an-

notation pipeline even stronger.

We see several opportunities for interesting future

work in both halves of the paper. For the data collection

part, it is a promising engineering direction to develop

tools that automate parts of this process so that it be-

comes available to linguists without the need for com-

plex prompt engineering. Continued progress in LLMs

is likely to make the process even more efficient.

Concerning the evaluation of LLMs’ understanding

of constructions, a straightforward direction for future

work would be to expand to the other three Argument

Structure Constructions described in Goldberg (1992).

Limitations
Due to cost reasons, the evaluation experiments were

limited to replacing the verbs only with “throw”. A fur-

ther validation of the results could be achieve by repeat-

ing the experiment with several other prototypical mo-

tion verbs.

Because the evaluation prompts as shown in Table

5 are automatically generated, the resulting sentences

might occasionally be slightly unnatural, which could

affect how models reply to them.
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A Full details for each prompt
We report in Tables 7 to 24 the details of the prompt,

alongwith the change that it represents from a previous

prompt.

B Few Shots
In Table 41, we give the five shots from each class given

to ChatGPT as examples.
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Classify the following sentences: { "id": "...", "sentence": "..." }.

Output Format Reply with a csv codeblock (wrapped in three backticks), with the headers ’id’ and ’label’. label should be

either True or False. Label all 50 sentences.

Few-Shots 0

Sentences 50

Model 4o_mini

Majority Vote No

Change Base

Shot Strategy all

Table 7: Prompt 1

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Classify the following sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes.

Few-Shots 0

Sentences 50

Model 4o_mini

Majority Vote No

Change 1 + repeat sentence with json

Shot Strategy all

Table 8: Prompt 2

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Classify the following sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 0

Sentences 50

Model 4o_mini

Majority Vote No

Change 2 + reason

Shot Strategy all

Table 9: Prompt 3
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Classify the following sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 0

Sentences 50

Model 4o_mini

Majority Vote No

Change 3 + structured information

Shot Strategy all

Table 10: Prompt 4

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Classify the following sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 0

Sentences 50

Model 4o_mini

Majority Vote No

Change 4 + sentence

Shot Strategy all

Table 11: Prompt 5

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Classify the following sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 0

Sentences 50

Model 4o_mini

Majority Vote No

Change 4 + cmc string

Shot Strategy all

Table 12: Prompt 6
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Classify the following sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 0

Sentences 50

Model 4o_mini

Majority Vote No

Change 4 + cmc string continuous

Shot Strategy all

Table 13: Prompt 7

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Classify the following sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 0

Sentences 50

Model 4o_mini

Majority Vote No

Change 6 + sentence

Shot Strategy all

Table 14: Prompt 8

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Classify the following sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 0

Sentences 50

Model 4o_mini

Majority Vote No

Change 7 + sentence

Shot Strategy all

Table 15: Prompt 9
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 10 positive examples: . Here are 10 negative examples: . Classify the following sentences: { "id": "...",

"sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 10

Sentences 50

Model 4o_mini

Majority Vote No

Change 4 + few shots

Shot Strategy first of each verb and class

Table 16: Prompt 10

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 10 positive examples: . Here are 10 negative examples: . Classify the following sentences: { "id": "...",

"sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 10

Sentences 50

Model 4o_mini

Majority Vote No

Change 10 + explanations

Shot Strategy first of each verb and class

Table 17: Prompt 11

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: . Here are 50 negative examples: . Classify the following sentences: { "id": "...",

"sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 50

Model 4o_mini

Majority Vote No

Change 11 + all shots

Shot Strategy all

Table 18: Prompt 12
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: . Here are 50 negative examples: . Classify the following sentences: { "id": "...",

"sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 10

Model 4o_mini

Majority Vote No

Change 12 + only 10 samples

Shot Strategy all

Table 19: Prompt 13

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: . Here are 50 negative examples: . Classify the following sentences: { "id": "...",

"sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 1

Model 4o_mini

Majority Vote No

Change 12 + only 1 sample

Shot Strategy all

Table 20: Prompt 14

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: . Here are 50 negative examples: . Classify the following sentences: { "id": "...",

"sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 5

Model 4o_mini

Majority Vote No

Change 12 + only 5 samples

Shot Strategy all

Table 21: Prompt 15
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: . Here are 50 negative examples: . Classify the following sentences: { "id": "...",

"sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 25

Model 4o_mini

Majority Vote No

Change 12 + only 25 samples

Shot Strategy all

Table 22: Prompt 16

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: . Here are 50 negative examples: . Classify the following sentences: { "id": "...",

"sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 1

Model 4o_mini

Majority Vote No

Change 14 + new few-shots

Shot Strategy all

Table 23: Prompt 17

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: . Here are 50 negative examples: . Classify the following sentences: { "id": "...",

"sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 1

Model 4o_mini

Majority Vote No

Change 17 + alternating shots

Shot Strategy all_alternating

Table 24: Prompt 18
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 1

Model 4o_mini

Majority Vote No

Change 17 + grouped shots

Shot Strategy all_grouped

Table 25: Prompt 19

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 1

Model 4o_mini

Majority Vote Yes

Change 19 + majority vote

Shot Strategy all_grouped

Table 26: Prompt 20
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 1

Model o3_mini

Majority Vote No

Change 19 on o3-mini

Shot Strategy all_grouped

Table 27: Prompt 21

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 100

Model o3_mini

Majority Vote No

Change 21 + 100 samples

Shot Strategy all_grouped

Table 28: Prompt 22
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 250

Model o3_mini

Majority Vote No

Change 21 + 250 samples

Shot Strategy all_grouped

Table 29: Prompt 23

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 50

Model o3_mini

Majority Vote No

Change 21 + 50 samples

Shot Strategy all_grouped

Table 30: Prompt 24

Northern European Journal of Language Technology 51Vol. 11, 2025



Hybrid Human-LLM Corpus Construction and LLM Evaluation for the Caused-Motion Construction

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 25 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 25 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 25

Sentences 50

Model o3_mini

Majority Vote No

Change 21 + 25 samples

Shot Strategy all_grouped

Table 31: Prompt 25

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 50

Model o3_mini

Majority Vote Yes

Change 24 + majority vote

Shot Strategy all_grouped

Table 32: Prompt 26
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 50

Model 4o

Majority Vote No

Change 24 on 4o

Shot Strategy all_grouped

Table 33: Prompt 27

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 50

Model o3_mini

Majority Vote No

Change 24 - sentence

Shot Strategy all_grouped

Table 34: Prompt 28
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 50

Model 4o

Majority Vote No

Change 27 - sentence

Shot Strategy all_grouped

Table 35: Prompt 29

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 50

Model o3_mini

Majority Vote No

Change 28 - reason

Shot Strategy all_grouped

Table 36: Prompt 30
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes. Before you give the label,

justify your decision with a reason.

Few-Shots 50

Sentences 50

Model 4o

Majority Vote No

Change 29 - reason

Shot Strategy all_grouped

Table 37: Prompt 31

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes.

Few-Shots 50

Sentences 100

Model o1

Majority Vote No

Change 22 on o1

Shot Strategy all_grouped

Table 38: Prompt 32
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Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes.

Few-Shots 50

Sentences 50

Model o1

Majority Vote No

Change 32 + 50 samples

Shot Strategy all_grouped

Table 39: Prompt 33

Instruction The task is to classify whether the sentences contain instances of the caused-motion construction. The

caused-motion construction is a construction where an agent causes an object to move. This motion has

to be literal, not metaphorical. Each sentence that you will be given includes a subject, a verb, a direct object,

and a prepositional phrase. In the caused motion instances, the verb causes the motion of the direct object,

in the direction specified by the prepositional phrase. The action does not need to actually happen, it could

be only mentioned or hypothetical or occur in the past or future.

Input Format Here are 50 positive examples: { "sentence": "...", "verb": "...", "direct_object": "...", "preposition": "...", "prepo-

sitional_object": "...", "reason": ..., "label": ... }. Here are 50 negative examples: { "sentence": "...", "verb": "...",

"direct_object": "...", "preposition": "...", "prepositional_object": "...", "reason": ..., "label": ... }. Classify the follow-

ing sentences: { "id": "...", "sentence": "..." }.

Output Format Respond with a jsonl codeblock (wrapped in three backticks) using double quotes.

Few-Shots 50

Sentences 50

Model o1

Majority Vote Yes

Change 33 + majority vote

Shot Strategy all_grouped

Table 40: Prompt 34
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Sentence Verb Dir Obj Prep P-Obj Lab. Explanation

I actually giggled myself to tears . giggle myself to tear False This is a negative example because being ’in tears’ is a state, not a location,

so the subject here didn’t move but rather changed state.

Nope , they just giggle their microscopic excretions into the air . giggle excretion into air True This is a positive example because the act of giggling is causing the excretions

to move

I ’ll stop it from repeating and fade it into a single background color . fade it into color False This is a negative example which describes the act of fading a color so that

it can’t be told apart from the background color, which means that nothing

moved.

Just hover your mouse over it hover mouse over it False This is a negative example because the mouse is hovering over it, but it is not

moving, it is staying in place while hovering.

Once she was strapped back in he started to hover her out of the room . hover she out of room True This is a positive example because they are moving her out of the room by

hovering.

They tug him to the ground and start jumping on him and licking his face . tug he to ground True This is a positive example because someone was tugged and that moved him

to the ground.

I gulped it from the bottle while watching old movies . gulp it from bottle True This is a positive example because what was in the bottle moved from the

bottle because the person was drinking it.

I would rather take the spoon , I can gulp it in one go . gulp it in go False This is a negative example because one go is not a destination, it specifies

the manner of gulping.

Cruz was trailing Clinton in basically every poll . trail Clinton in poll False This is a negative example because no movement is happening, the sentence

describes the relative position of two politicians in a poll.

She began trailing a finger down his chest . trail finger down chest True This is a positive example because she is moving the finger down his chest.

He stopped for ten minutes while wheezing himself to death . wheeze himself to death False This is a negative example because death is a state, not a physical location.

It is not cute to watch your dog wheeze himself to the floor because he was

so excited you picked up his tug of war rope .

wheeze himself to floor True This is a positive example because the wheezing is causing the dog to move

to the floor.

I bounced it off the wall . bounce it off wall True This is a positive example because the ball moved off the wall.

We bounce ideas off each other . bounce idea off other False This is a negative example because an idea can’t physically move.

I was in bed for about a week and thought I was going to shiver myself to

death .

shiver myself to death False This is a negative example because death is a state, not a destination of a

physical movement.

She needs to stop darting her eyes to the side every time she says something dart eye to side False This is a negative example because her eyes are rotating but they’re not mov-

ing.

He nervously darted his tongue into her mouth . dart tongue into mouth True This is a positive example because his tongue is moving into her mouth.

For some reason every time i overflow the sink in Dalia ’s bathroom , the

Sheik always comes up to investigate ...

overflow sink in bathroom False This is a negative example because the sink is not moving.

Most importantly the toilet was overflowing water into the pan , almost on

constant flush .

overflow water into pan True This is a positive example because the water is moving into the pan.

You ’re trying to wriggle your way out of it now ! wriggle way out of it False This is a negative example because while something is moving, it is not the

direct object way.

At one point he wriggles himself into position to block a soccer ball with his

head while Latin on the street .

wriggle himself into position True This is a positive example because he is moving himself into position.

I swim laps in the pool . swim lap in pool False This is a negative example because while I am moving, the laps are not mov-

ing.

My wife lapped me on the scoring track . lap I on track False This is a negative example because I am moving, but my wife is not causing

me to move.

He will nibble you to death ! nibble you to death False This is a negative example because death is a state, not a location.

I eat my Twix by nibbling the chocolate off the sides , then off the top , then

eat the caramel and cookie .

nibble chocolate off side True This is a positive example because the chocolate is moving off the sides.

I aimed at her , and gazed her in her eyes before I successfully hit her face

with the snowball .

gaze she in eye False This is a negative example because a gaze is not something that can physi-

cally move.

I choose to be the one that goes hiking with friends into waterfalls , out

galloping horses in open fields , and having fun times with my SO .

gallop horse in field False This is a negative example because the horses are moving, but they are not

moving in the direction of the field, they are already in it.

I can confirm that galloping a horse through an open field is amazing . gallop horse through field True This is a positive example because the horse is moving through the field.

I scramble them in the hot pan . scramble they in pan False This is a negative example because the eggs are not moving in the direction

of the pan, they are already in it.

Once it firms a little , scramble it into the rice . scramble it into rice True This is a positive example because the eggs are moving into the rice.

To continue with your explanation , we see not only that this man here can

afford to encrust rare and obviously expensive jewels onto his box of ’ Fruity

Pebbles ’ brand breakfast cereal , but also that he can afford the ’ Family Size

’ box .

encrust jewel onto box True This is a positive example because the jewels are moving onto the box.

I peel paint off walls . peel paint off wall True This is a positive example because the paint is moving off the wall.

I peel bananas from the bottom peel banana from bottom False This is a negative example because the banana is not moving, only the peel

is, and it is not moving from the bottom.

In my defense I was actually very drunk when I plowed my car into that

crowd of pedestrians .

plow car into crowd True This is a positive example because I caused tha car to move into the crowd.

I plow snow in the winter plow snow in winter False This is a negative example because in the winter is a time, not a location.

And drag queens cake themselves in makeup . cake themselves in makeup False This is a negative example because the drag queens are not moving.

I would cake makeup on my face to hide it . cake makeup on face True This is a positive example because the makeup is moving onto the face.

Whereas WWE charred it to a crisp and drowned it in A-1 sauce . char it to crisp False This is a negative example because it is changing state to a crips, not moving.

I fermented it in a 3 gallon food grade plastic bucket . ferment it in bucket False This is a negative example because it is staying in the bucket and not moving.

When the child collapsed , the mother hurried him to the hospital , where he

died .

hurry he to hospital True This is a positive example because the child is moving to the hospital.

I will take my time or hurry you through a meal , there are no rules against

that .

hurry you through meal False This is a negative example because the meal here is an action, not a destina-

tion

I love blackening it in a roasting pan . blacken it in pan False This is a negative example because it is not moving, it is staying in the pan.

I rarely use them but my girlfriend is crocheting them into reusable shopping

bags ...

crochet they into bag False This is a negative example because the bags are not moving, they are being

made into something else.

When " nice guys " change their MO to target " nice girls " the equilibrium

will tilt the earth off its axis and hurtle us into space , thus settling this tired

argument for all eternity .

hurtle we into space True This is a positive example because we are moving into space.

Then you drip juice into it and vape . drip juice into it True This is a positive example because the juice is moving into it.

As in you literally gnaw it off the bone . gnaw it off bone True This is a positive example because it is moving off the bone

I twitch my head to the side . twitch head to side True This is a positive example because the head is moving to the side.

He snorted coke off my ass snort coke off ass True This is a positive example because the coke moved off my ass.

I ca n’t tell if she ’s smiling or is she ’s about to sneeze the sand off of her

nose .

sneeze sand off of nose True This is a positive example because the sand moves off her nose.

It was like a little rocket that tried to burrow itself into the ground . burrow itself into ground True This is a positive example because the rocket moves into the ground.

Table 41: Few shots. P-Obj stands for Prepositional Object, Dir Obj for Direct Object.
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